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I

Introduction

Digital communications have gained immense importance in the last two decades. This
development was supported by the invention of mobile communications, but it was especially
boosted by the enormous expansion of the Internet. Applications like video-streaming, file
sharing, telecommuting or video-conferencing awakened the desire for increasing data rates,
resulting in a hundred-fold increase from some hundred kbit/s to around several ten Mbit/s in
the last twenty years. Today, the necessity of sufficiently high data rates is as present as ever.
With High Definition Television (HDTV) gaining momentum and the tendency to use cloud
services and connect everything in the Internet of Things customers still long for reliable and
suitable connections.

Basically, there are three different options to bring broadband services to the customers.
Fully fiber-based networks would be the technically most advanced solution providing the
highest available data rates. But optical equipment and trenching of cables is extremely costly,
making it economically non-profitable for telecommunication companies.

As a second option, Long Term Evolution (LTE) can be considered as an alternative to fiber
for provision of broadband services. Thanks to achievable data rates and comparably low
cost of installation, this is definitely true for undeveloped and sparsely populated areas. In
urban areas however, where lots of customers share the available bandwidth, mobile services
can easily come at the expense of reliability and connection quality.

The third very valuable option is Digital Subscriber Line (DSL) [GDJ06, SSCS03, SCS99].
Digital subscriber line technology offers wireline broadband services by enabling digital
communications over the existing telephone infrastructure. The telephone lines were
originally designed for voice communications at frequencies of up to some kHz providing
limited data rate. DSL simply widens the occupied transmission bandwidth, resulting in an
enormous gain in performance. In addition, DSL has the great advantage of profiting from the
copper telephone network, which is widely expanded and contains several hundred million
loop plants. By occupying that existing infrastructure it has lower implementation cost than
fiber and due to the fact that each user occupies a single copper line it can provide highly
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reliable services.

Since the development in the late 1980’s, DSL has seen many improvements. In the first
fifteen years High Data Rate Digital Subscriber Line (HDSL), Symmetric Digital Subscriber
Line (SDSL) and Asymmetric Digital Subscriber Line (ADSL) were designed and operated
in the market. Starting with HDSL and its extension SDSL, symmetric services with data
rates of some Mbit/s were provided to the customers first on two twisted-pairs and then
also on one twisted-pair. In the late 90’s, the more consumer-oriented ADSL was introduced
triggered by the Internet boom. With higher Downstream (DS) than Upstream (US) rates, it
perfectly meets the Internet users’ requirement for asymmetrical service as they normally
download more than they upload. ADSL is able to provide DS rates of nearly 10 Mbit/s and a
tenth of that in US. An evolutionary step followed in the mid 2000’s with the invention of Very
High Speed Digital Subscriber Line (VDSL). By then, fibers attached the network core to the
Central Office (CO) and DSL services connected the CO to the customer premises, which
resulted in loop lengths of some kilometers. With VDSL, the fiber was coming closer to the
customer. Fibers were laid to the end of the street where an Optical Network Unit (ONU) was
installed. As a result, VDSL only runs on the twisted-pair connection between the ONU and
the customer premises and loop lengths were reduced. The shortened cable lengths allowed
occupancy of much higher frequencies and enabled an increase in data rate to some tens of
Mbit/s. The successor of VDSL, Very High Speed Digital Subscriber Line 2 (VDSL2), still
operates on the last mile between customer premises and fiber-network core, but at an even
higher bandwidth.

Modern DSL communication systems like VDSL and VDSL2 use the frequency band up
to several ten MHz on each copper cable to offer much higher data rates than achievable
with the voice bands. Unfortunately, the twisted pairs of the different users are bundled
within large cable binders typically containing 20 to 100 individual pairs. Due to the high
frequencies and non-perfect insulation of the twisted pairs there is significant electromagnetic
coupling among nearby lines. This leads to severe interferences between the different users
transmitting within a binder, resulting in two different kinds of Crosstalk (XT): Near-End
Crosstalk (NEXT) and Far-End Crosstalk (FEXT). Near-end crosstalk occurs when transmit
signals of one stream direction disturb the received signals of the other stream direction. It
can be easily avoided by the use of duplexing methods. Far-end crosstalk results when the
transmit signals of the same stream direction interfere. It can be up to 20 dB larger than the
background noise and is the major performance limiter between adjacent lines in a cable
binder. Because of that it is very reasonable and highly effective to mitigate the far-end
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Figure 1.1: Multimedia applications in DSL access networks

crosstalk interferences.

Principally, the negative impact of FEXT can be minimized in two ways. Far-end crosstalk
can either be eliminated by crosstalk cancellation or reduced by spectrum management
[Rua14, Cen04, Yu02]. Digital subscriber line systems are multicarrier systems, where the
bandwidth is split into a large number of narrowband transmission channels. They apply
Discrete Multi-Tone Transmission (DMT), a technique which is identical to Orthogonal
Frequency Division Multiplexing (OFDM) [Roh11]. Spectrum management exploits this
fact by reasonably shaping the transmit spectra on the different lines. By adapting the
transmit power on the subchannels of all lines in the binder, less mutual interferences are
produced. The crosstalk influence is decreased but can never be completely avoided. In
addition, spectrum management is not advantageous in every transmission scenario.

Crosstalk cancellation tackles the problem with FEXT by signal processing. For that purpose,
DSL systems are modeled as multi-user systems where every user in the binder is considered
as a transmitter and also as a recipient of the signals of all other lines. When full Channel State
Information (CSI) of both direct and crosstalk channels is known with adequate precision and
accuracy, crosstalk cancellation and precoding techniques are able to completely remove the
interferences from the other lines. Especially methods based on Zero-Forcing (ZF) are known
for eliminating FEXT in a near-optimum way. However, crosstalk elimination procedures
might also need an unbearable amount of computational complexity to achieve crosstalk-free
transmission for large binder sizes. Generally, only limited computational resources are
available and FEXT can only be partially removed.

Nowadays, DSL systems have to be able to support an always increasing amount of high-
rate applications. At the same time, they face services with highly differing data rates and
as a result users with highly varying data rate demands (see Fig. 1.1). If DSL users want
to stably run several high-rate applications in parallel, they will need guarantees on their
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achievable data rates. Partial crosstalk cancellation procedures could be a solution, but
existing algorithms select the canceled crosstalkers by focusing on capacity maximization
and do not take into account the data rate demands the customers really have. This makes
service providers either not being able to give data rate guarantees to their customers or
spending more computational complexity than actually needed for target achievement on a
binder.

In the following two important problems of DSL systems are addressed: Firstly, the issue
of estimating the crosstalk channels for crosstalk cancellation and precoding is discussed
as system performance strongly depends on the quality of channel estimation. Both US
and DS channels need to be initially estimated with sufficiently high accuracy. To always
maintain the full performance of the DSL system the precoder and canceler coefficients need
an update over time as the DSL channel can vary slowly due to temperature and humidity
changes. Channel estimation and update procedures are introduced which combine the good
performance of pilot-based estimation techniques with low pilot and signaling overhead.

Secondly, another goal is to find crosstalk mitigation methods which satisfy the need of
setting and supporting data rate requirements in DSL access networks at a limited amount of
computational complexity available for a binder. In a first step, novel successive selection
algorithms for partial crosstalk cancellation and precoding are found, which are able to adapt
the users’ data rates to the desired values. In a second step, the successive selection methods
are combined with spectrum management techniques to support high data rate targets with a
low amount of computational complexity more efficiently.

The structure of the thesis is given as follows: In Chapter 2, DSL systems are considered in a
single-user environment. The chapter gives an overview of techniques and methods applied
on a single twisted-pair and describes the transmission channel of a single line.

Chapter 3 extends the description of DSL systems to the multi-user environment, where
crosstalk is not modeled as noise, but as an interference channel. Properties of multi-user up-
and downstream transmission at the presence of crosstalk are explained and the considered
crosstalk channel model is presented.

The crosstalk cancellation techniques which are the basis for all proposed methods, are
introduced in Chapter 4. Upstream full crosstalk cancellation and downstream full precoding
completely eliminate crosstalk. Partial crosstalk cancellation and partial crosstalk precoding
do not remove the influence of crosstalk in total, but just reduce it. Only the interferences of
a set of selected crosstalkers are eliminated.

Spectrum management is explained in Chapter 5. For proper understanding, the spectrum
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management problem and existing solutions to it are presented.

The contributions and results of this thesis are given in Chapter 6 and especially in Chapter 7.
Chapter 6 explains the proposals for crosstalk channel estimation and crosstalk channel update
and gives performance results. Chapter 7 addresses the problem of data rate constraints in DSL
access networks and limited computational resources for crosstalk cancellation procedures.
Two methods are presented, which allow users in a cable binder to obtain their data rate
targets with a limited computational complexity. The first method uses partial crosstalk
cancellation and precoding and selects the set of eliminated crosstalkers based on their data
rate targets. The second proposal extends the first method by combining it with spectrum
management. For both procedures performance results are given. All contributions and their
corresponding results are summarized in the conclusion in Chapter 8.





II

Digital Subscriber Line Transmission

2.1 Basics

The DSL technology allows the transport of high-bit rate digital information over conventional
old copper telephone lines. Essentially, a digital subscriber line is the analog twisted-wire
pair connection between the CO and the customer premises (see Fig. 2.1), also referred to as
the local loop.

Figure 2.1: DSL reference model for a single-line situation

A DSL transmission can be either established in the US direction, i. e. from the customer
premises to the CO, or in the reverse DS direction, since all DSL services provide both
streaming ways. As the initial use of the twisted pairs was the analog telephony, the local
loop carries both the signal of the Plain Old Telephone Service (POTS) and the DSL data
signal, where POTS occupies the baseband from 200 Hz to 4 kHz and DSL uses frequencies
up to 30 MHz in the copper line. To separate the telephone signal from the DSL service,
DSL filters (splitters) are needed on both sides of the loop. At the customer premises, the
voice signal is directed to the telephone after the splitter. At the CO, a voice switch directs
the voice signal into the Public Switched Telephone Network (PSTN). To process the DSL
signal, modems are required on both ends of the copper line. On the side of the customer
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Figure 2.2: Typical deployment scenario

premises, the DSL modem connects the loop to a computer, by which the data is generated
for upstream transmission or accessed in downstream. In the CO at the other end of the
loop, a Digital Subscriber Line Access Multiplexer (DSLAM) provides DSL service to the
users’ premises. It usually contains many line cards serving multiple customers and is the
aggregation point of many DSL lines. The DSLAM routes the DSL signals from individual
subscribers’ phone lines and multiplexes the data to transmit it in the backbone network.

A schematic picture of the telephone access network is shown in Fig. 2.2. Individual wire
pairs are generally grouped together in binder-groups of 4 or 10 cables. Fifty to 100 wire
pairs are bundled together into a cable. Most telephone lines start at the CO, where over
100,000 customers can be served, if the CO is large. Usually, larger feeder cables with
several thousand wire-pairs emanate from it. They merge in street cabinets, which are
cross-connections between large feeder cables and smaller distribution cables. In addition,
there can be fiber-to-the-cabinet solutions, where the optical fibers are drawn out to the
cross-connection points, which are then called optical network units or ONUs.

2.2 Discrete Multi-Tone Transmission Technique

The transmission channel of a copper twisted-pair strongly depends on frequency, as
exemplarily shown in Fig. 2.3. With increasing frequency there is a heavy growth in line
attenuation and variation of delay. Together they cause Intersymbol Interferences (ISI) as
successively transmitted symbols interfere with each other. Especially for broadband systems
such as DSL, hundreds of symbols can be affected. This leads to a vast degradation of
performance when no equalization is applied.
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Figure 2.3: Measured direct channel transfer functions

Single carrier DSL systems like HDSL [WS91] or SDSL [Bha99] can for instance use a
Decision Feedback Equalizer (DFE) [BP79] at the receiver side to remove the ISI. However,
the increase in quality comes at the cost of higher run-time complexity and the possibility of
error propagation. An alternative is a Tomlinson-Harashima Precoder (THP) [Tom71, HM72]
at the transmitter to precompensate for ISI, which does not suffer from error propagation.
Unfortunately, it requires accurate channel knowledge at the transmitter, which leads to a
high transmission overhead due to signaling and increased computational complexity because
of the channel measurements.

Modern DSL systems such as ADSL and VDSL can also be discrete multi-tone modulated.
Discrete multi-tone transmission [PR80, RCK92, Roh11] is a multicarrier technique, which
was invented to address the shortcomings of the single-carrier systems in terms of the
frequency-selective channel. By splitting the broadband transmission channel into several
narrowband subchannels, it is able to avoid ISI with much lower complexity than the single-
carrier systems, with neither error propagation nor increased signaling overhead. Figure 2.4
illustrates the principle of DMT for a frequency-selective channel.
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Figure 2.4: Principle of DMT

2.2.1 DISCRETE MULTI-TONE MODULATION

Discrete multi-tone modulation is a multicarrier scheme and the baseband alternative to
OFDM in radio systems (like e. g. in Digital Audio Broadcasting (DAB) [FJK+02], Digital
Video Broadcasting (DVB) [Rei04]). The transmission channel is divided into many parallel
subchannels, also named tones. Within a subchannel, the channel response can be assumed
being flat so that ISI do not occur. The modulation of the transmit signal is done by an Inverse
Discrete Fourier Transform (IDFT), which was originally described in [WE71]. A single
DMT symbol is given by

xi =
1√
K̄

K̄

∑
k=1

Xk · e j(2π/K̄)(k−1)(i−1), ∀i ∈ [1, K̄], (2-1)

where K̄ is the size of the IDFT, i is the index of the time-domain samples, k is the tone index
and Xk are the complex modulated frequency-domain inputs.

Since DSL can be considered a baseband transmission, the generated signal is real-valued
and can be applied directly to the channel after the digital-to-analog conversion. The input
sequence Xk, k = 1, . . . , K̄ in Eq. 2-1 is Hermitian symmetric to generate the real-valued
output. Only half of the IDFT components are available to transport useful data. Consequently,
the number of useful tones K is given by K = K̄/2 [Cio91].

In practice, the frequency response across the selected tones is not perfectly flat. This results
in imperfect elimination of the ISI by the partitioning process. To completely prevent the
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receive signal from intersymbol interferences and also avoid interchannel interferences, a
cyclic prefix is appended at the beginning of every DMT symbol before transmission. It is a
copy of the last ν time-domain samples, increasing the number of samples in the transmit
symbol to K̄ +ν . For the purpose of maintaining orthogonality and avoiding ISI, the cyclic
prefix has to have at least the length of the maximum channel tap delay. It ensures that the
DMT system is still equal to K̄ parallel tones after transmission over the DSL channel. This
simplifies the equalization to only a one-tap frequency equalizer for each DMT tone. A scalar
multiplication is sufficient to equalize each subchannel. On the receiver side, the frequency
spectrum is calculated using the Discrete Fourier Transform (DFT) by

Yk =
1√
K̄

K̄

∑
i=1

yi · e− j(2π/K̄)(k−1)(i−1), ∀k ∈ [1, K̄]. (2-2)

In frequency domain, the transmission on each tone can be mathematically described by

Yk = Hk ·Xk +Nk, (2-3)

with transmit symbol Xk, received symbol Yk, channel coefficient Hk and noise Nk. The
noise component includes thermal noise, Radio Frequency Ingress (RFI), and alien noise.
Consequently, all useful tones can be equalized in frequency domain with the help of a
Frequency Domain Equalizer (FEQ) according to

X̂k =
Yk

Ĥk
, (2-4)

with the estimated channel coefficient Ĥk.

A simplified block diagram of a DMT system is given in Fig. 2.5. On the transmitter
side, K modulation symbols are generated out of the bit stream. On each independent
tone a Quadrature Amplitude Modulation (QAM) is applied. In DSL systems, the efficient
computational methods of the IDFT and DFT, the Inverse Fast Fourier Transform (IFFT)
and Fast Fourier Transform (FFT), are used to keep the computational complexity low.
The time-domain transmit signal is generated by the IFFT. An K̄-size IFFT calculates the
consecutive time-domain samples. The cyclic prefix is attached before conversion to the
analog domain.

On the receiver side, the cyclic prefix is removed from the received signal. The frequency-
domain symbols are calculated efficiently with the FFT and the transmit symbols are
reproduced by frequency-domain equalization. The demapper recovers the data stream.



12 2. Digital Subscriber Line Transmission

Figure 2.5: DMT transmitter and receiver block diagram

2.2.2 DATA RATE CALCULATION

In a multicarrier system, the data transmitted on each subchannel contributes to the overall
achievable data rate: the total data rate is the sum of the data rates on the subchannels.

The theoretical limit for the transmission rate over a given channel is called the capacity
[Pro01]. On the kth tone of a DMT system and under presence of Additive White Gaussian
Noise (AWGN) the capacity Ck is

Ck = ∆ f · log2(1+SNRk) (2-5)

where ∆ f is the subchannel spacing and SNRk is the Signal-to-Noise Ratio (SNR) on
subchannel k.

As the channel capacity cannot be reached by real DSL systems, the Shannon gap needs to be
considered for the calculation of the DMT system data rate. It is a measure of the degradation
in performance of real systems relative to the theoretically optimum Shannon capacity.
Additionally, DSL systems are conventionally operated with some margin to guarantee good
performance of the system, which increases the gap. Channel coding can be applied, which
improves performance and reduces the gap again. Considering all this, the SNR gap to
capacity is defined by [GDJ06]

Γ =
Γ(Pe) · γm

γc
(2-6)

with γm being the noise margin and γc being the coding gain. Γ(Pe) describes the Shannon
gap at a given bit error rate Pe.

Together with the SNR gap, the number of bits that can in practice be transmitted on a tone
per symbol is

bk = log2

(
1+

SNRk

Γ

)
. (2-7)
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The overall number of bits b that can be transmitted in the complete DMT system then sums
up to

b =
K

∑
k=1

log2

(
1+

SNRk

Γ

)
(2-8)

per symbol duration.

To obtain the data rate out of the number of bits per symbol, the DMT symbol rate needs to
be considered. DMT systems require application of a cyclic prefix to avoid ISI as described
in Sec. 2.2.1. This results in a DMT symbol rate slightly lower than ∆ f . The total achievable
data rate of the multicarrier system is then given by

R = fS ·b

= fS ·
K

∑
k=1

log2

(
1+

SNRk

Γ

)
(2-9)

where fS is the DMT symbol rate.

2.2.3 BIT AND POWER LOADING

The ability to adapt to different channel conditions by bit and power loading strongly
contributed to the grand success of multicarrier DSL systems. Figure 2.3 showed, that the
channel quality on the multiple tones in a DMT system heavily varies over frequency. As
DSL channels do not change quickly, large performance gains are enabled, when adaptive
modulation is applied globally on the subchannels. The size of the constellation on each
tone is adjusted according to the SNR experienced on that subchannel, which allows full
exploitation of the high SNR that twisted-pairs can offer and application of constellations
based on 10 to 12 bits.

In multicarrier transmission systems, information and power is assigned to the subchannels
by loading algorithms. The bit loading on a tone is the number of bits that is transmitted
per symbol on each DMT-subchannel. The receiver measures the SNR on each tone and
reports it back to the transmitter, which can then adaptively vary the constellation used for
transmission. It allows DMT systems to achieve high spectral efficiency by optimizing the
distribution of bits over available bandwidth. In addition, modems are able to vary the power
adapted to each tone. The process of assigning power to the subchannels based on a certain
objective is called power loading.

There are two loading problems of interest: maximization of the data rate for a fixed total
power and minimization of the power for a fixed given data rate. Both can be solved by the
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waterfilling solution [Ran08, TV05]. It is the basis for the algorithm presented in Sec. 7.2,
which was developed in this thesis.

2.2.3.1 Waterfilling solution

The first optimization problem of maximizing the data rate R requires maximization of
the number of loaded bits b depending on the number of loaded bits bk per tone and the
corresponding power Pk per tone. Based on the concept of capacity and the calculation of the
data rate given in Eq. 2-9, the maximum number of bits that can be transmitted over the set
of tones should satisfy the following condition:

maxb(Pk,bk) =max

{
K

∑
k=1

bk

}
(2-10)

=max

{
K

∑
k=1

log2

(
1+
|Hk|2 ·Pk

Γσ2

)}
(2-11)

subject to:
K

∑
k=1

Pk = Pmax (2-12)

The maximum overall transmit power Pmax on a line is constrained by the analog hardware of
the DSL modems.

To solve the optimization by applying Lagrangian multipliers, the cost function which
combines the optimization criterion in Eq. 2-11 with the constraint in Eq. 2-12 is

L(λ ,P1, . . . ,Pk) =
K

∑
k=1

bk−λ

K

∑
k=1

Pk (2-13)

=
K

∑
k=1

log2

(
1+
|Hk|2 ·Pk

Γ ·σ2

)
−λ

K

∑
k=1

Pk. (2-14)

Differentiating Eq. 2-14 over Pk and using the constraint to get the optimum transmit Power
Spectral Density (PSD), leads to the so called Rate-Adaptive (RA) waterfilling solution. The
power which should be loaded on the tones to achieve the maximum data rate is given by

Pk =
1
K

(
Pmax +

K

∑
k=1

Γ ·σ2

|Hk|2

)
− Γ ·σ2

|Hk|2
(2-15)

=µra−
σ2 ·Γ
|Hk|2

. (2-16)
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The loaded power becomes the sum of a constant µra and a frequency-dependent power
value. µ is called the waterfilling level, which defines the optimal point of power transmitted
on all tones k. It is constant over frequency. µra is the waterfilling level for rate-adaptive
waterfilling.

The second loading problem of interest is the minimization of the needed total power P to
achieve an overall constraint in loaded bits b(T ). The minimum power that can be allocated
to the tones should satisfy the following condition

minP(bk,Pk) =min

{
K

∑
k=1

Pk

}
(2-17)

subject to:
K

∑
k=1

log2

(
1+
|Hk|2 ·Pk

Γ ·σ2

)
= b(T ). (2-18)

The waterfilling solution for Power-Adaptive (PA) waterfilling results in

Pk =2
1
K

[
b(T )−

K
∑

k=1
log2

(
|Hk |

2

Γ·σ2

)]
− Γ ·σ2

|Hk|2
(2-19)

=µpa−
Γ ·σ2

|Hk|2
(2-20)

with waterfilling constant µpa. Equations 2-16 and 2-20 show that the solutions to the different
loading problems vary only in the waterfilling levels. The complete derivations for both
loading problems can be found in Appendix A.1. Algorithms for simulation can be found in
Appendix A.2. Figure 2.6 illustrates the principle of waterfilling.

In practice, the transmission power can only have positive values. Therefore, when the
waterfilling level µ is smaller than (σ2 · Γ)/|Hk|2 like for the first tone in Fig. 2.6, the
transmission power on that tone is clipped to zero, the number of used tones is reduced to K∗

and the water level for all other tones is raised. This is the case when the corresponding tone
has such bad channel quality that data should not be transmitted on it.

The allocated power on each tone is then defined by

P+
k =

µ− σ2·Γ
|Hk|2

, if σ2·Γ
|Hk|2

< µ

0, if σ2·Γ
|Hk|2
≥ µ

(2-21)

and the number of transmitted bits is calculated as

b+k =

log2

(
1+ 1+SNRk

Γ

)
, if σ2·Γ

|Hk|2
< µ

0, if σ2·Γ
|Hk|2
≥ µ.

(2-22)
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Figure 2.6: Waterfilling principle

For DSL systems, there may also exist spectral masks to guarantee spectral compatibility
with other systems transmitting on the telephone line [Cen04]. When a DSL system has to
use a spectral mask, the transmission power is limited and results in

P+,mask
k =


[
µ− σ2·Γ

|Hk|2

]Pmask
k

0
, if σ2·Γ

|Hk|2
< µ

0, if σ2·Γ
|Hk|2
≥ µ

(2-23)

The calculated transmit power allocation can be directly applied in reality. But the fractional
values for bk, as calculated by the waterfilling solution cannot be implemented in real
applications. Proposals presenting algorithms for practical implementation which solve the
loading problem with integer numbers of bits are given in [CCB95, FH96, Cam98, Cam99,
GA04, Lev01, RF09].

2.3 Duplexing

Almost all DSL services require bidirectional transmission of data. To send information US
and DS on a single line, either a duplexing method or Echo Cancellation Hybrid (ECH) is
needed to separate transmitted and received signals.

In bidirectional transmission of data, reflections of the transmitted signal can produce noise
or echoes into the near-end receiver, which can be up to 20 dB larger than the desired received
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Figure 2.7: Duplexing methods

signals. Echo cancellation is thus necessary to allow bidirectional transmission of data. An
echo canceler rejects the echo by adaptively generating replicas of it and subtracting them
from the received signal [SCS99].

Most DSL systems use duplexing methods to separate the signals in opposite stream
directions. The traditional duplex methods are Time Division Duplexing (TDD) and
Frequency Division Duplexing (FDD), followed by Digital duplexing which came up with
VDSL [GDJ06, GDJ08, Sjö00].

When TDD is applied, the wireline channel is either used for US or DS communication.
Each direction are allocated disjoint time durations in which they can use the channel. Only
transmitter or receiver are switched on at a time, which saves power and avoids the need for
an echo canceler. But data rate is lost as only parts of the connection time is available for
transmission. Additionally, the turnaround of the loop to the other stream direction requires a
silent guard time in practical systems, in which no data can be transmitted. Time division
duplexing can be used with single-carrier and multi-carrier modulation. All lines in the cable
binder must use the same US/DS allocation.

Frequency division duplexing transmits different stream directions in non-overlapping
frequency bands. It is the most widespread method of duplexing used in DSL. Same as
TDD, FDD can be combined with any type of modulation method. For instance, ADSL uses
FDD in combination with DMT. Frequency division duplexing does not rely on system-wide
synchronization of the modems like TDD, but needs analog filters in the transmit and receive
path to ensure that only minimal amounts of the transmit signal leak into the receiver. With
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increasing number of frequency bands, this results in an increase in complexity. In addition,
FDD needs guard bands which prevent effective usage of the bandwidth. A method which
overcomes the loss of data rate introduced by the guard bands is digital duplexing also known
as Zipper. Digital duplexing can be thought of as an extension of FDD with a very large
number of frequency bands. It is specific to DMT modulation as it divides the bandwidth by
assigning different tones to US and DS. As generally known from DMT systems, the bands
are overlapping, but mathematically orthogonal to each other. Therefore interferences are
not caused outside the bands. Similarly to TDD, all modems must be synchronized, so that
transmission of new DMT frames starts simultaneously in each modem. In addition to the
cyclic prefix, a cyclic suffix is needed to allow alignment of the symbol boundaries of both
stream directions.

Fig. 2.7 compares TDD, FDD and digital duplexing in a time-frequency diagram. In this
thesis, only FDD-based systems are considered.

2.4 The Wireline/Twisted-Pair Channel

The channel transfer function H( f ) describes the effects on a signal when it is sent via a
transmission channel. In order to derive the channel transfer function of a DSL twisted-pair,
the characteristics of the twisted-pair telephone line have to be studied. The twisted-pair line
is modeled as a transmission line, as many characteristics of the twisted-pair wire can be
derived from traditional transmission line theory.

Fig. 2.8 shows a model for an infinitesimally small part of a transmission line with which
the direct channel of a DSL line can be accurately estimated. The behavior of the line can
be characterized by the primary parameters: resistance R [Ω/km], inductance L [H/km],
capacitance C [F/km], and conductance G [Mho/km]. All parameters are assumed to be
independent of length or position and usually vary with frequency. The primary parameters

Figure 2.8: Line section of length dx
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Table 2.1: Secondary cable parameters

TP1 (�0.4 mm) TP2 (�0.5 mm)
Resistance
r0c 286.17578 Ω/km 174.55888 Ω/km

ac 0.1476962 0.053073481

Inductance
l0 675.36888 µH/km 617.29539 µH/km

l∞ 488.95186 µH/km 478.97099 µH/km

b 0.92930728 1.1529766

fm 806.33863 kHz 553.760 kHz

Capacitance
c∞ 49 nF/km 50 nF/km

Conductance
g0 43 nS/km 234.87476 fS/km

ge 0.70 1.38

are defined as

R( f ) = 4
√

r4
0c +ac · f 2 (2-24)

L( f ) =
l0 + l∞

(
f
fm

)b

1+
(

f
fm

)b (2-25)

C( f ) = c∞ (2-26)

G( f ) = g0 · f ge. (2-27)

The secondary parameters r0c, ac, l0, l∞, b, fm, c∞, g0 and ge depend on cable diameter,
material and construction. Table 2.1 shows the secondary parameters for standard twisted-
pair wire types TP1 and TP2.

The transmission on a DSL line can be modeled by a two-port linear circuit (see Fig. 2.9).
The ABCD matrix of a loop is known to be [Roh11]

A =

[
cosh(γd) Z0 · sinh(γd)

1
Z0
· sinh(γd) cosh(γd)

]
(2-28)
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Figure 2.9: 2-port model of DSL line transmission

with line length d. The characteristic impedance Z0 of the transmission line is defined as

Z0 =

√
R+ j2π f L
G+ j2π fC

. (2-29)

and the propagation constant γ can be calculated by

γ( f ) =
√
(R+ j2π f L)(G+ j2π fC). (2-30)

The transmission line is connected to a source VS with source impedance ZS and terminated
with load ZL. The channel transfer function H( f ,d) for a twisted-pair cable (also called the
insertion gain transfer function) is the voltage VL across the load ZL with the transmission
line inserted, divided by the voltage Vno across load ZL with no transmission line. Together
with the ABCD parameters, the channel transfer function is given by

H( f ,d) =
VL

Vno
=

ZL +ZS

ZL · cosh(γd)+Z0 · sinh(γd)+ ZS·ZL
Z0
· sinh(γd)+ZS · cosh(γd)

. (2-31)

The channel transfer function is frequency-dependent and furthermore changes with cable
length d.

Matching the source and the load impedance to the characteristic impedance of the
transmission line is a reasonable assumption to minimize the reflection coefficient. When
the line is ideally terminated with Z0, so that ZL = Z0 = ZS, the channel transfer function
simplifies to [Wer91]

H( f ,d) = e−γ( f )·d. (2-32)

2.5 Overview of xDSL Standards

To keep up with competitive services such as mobile providers and to accommodate for the
steadily growing demands for data rates, DSL services develop at a fast pace. The range of



2.5 Overview of xDSL Standards 21

Figure 2.10: Typical VDSL deployment architecture

DSL technologies is quite broad, therefore the main purpose of this section is to give a brief
overview of the most popular DSL standards [GDJ06, SSCS03].

Integrated Services Digital Network (ISDN) can be regarded as the first DSL technology.
The focus was on transmission of voice signals and low-speed data signals. Like POTS, it is
a lifeline service, where the phone is powered via the line and function is even guaranteed in
the event of a power failure.

HDSL is used for wideband digital transmission within corporate sites and as private lines
from CO to customer premises. Generally, two lines are used for transmission. It provides
symmetrical service and due to its bandwidth allocation from 0 Hz on, it does not allow
POTS at baseband. SDSL is the extension of HDSL to just one line.

ADSL simultaneously transports asymmetric data services and POTS on the line by using
the frequency spectrum above the voiceband for data transmission. ADSL2 uses the
frequency band up to 2 MHz. It was especially designed to exploit the one-way nature
of most multimedia communications, where large amounts of information is received in the
downstream direction and only small amounts of control data are returned upstream. It is the
first DSL system applying multicarrier modulation. Due to line length restrictions of about
3.7 km, it is generally found in urban areas.

VDSL is an extension of ADSL in terms of symmetric services and higher bit rate. However,
provision of higher bit rates is only possible over shorter loop lengths as VDSL uses the
frequency spectrum up to 12 MHz and VDSL2 even uses the frequency band up to 30 MHz.
Figure 2.10 shows a typical deployment architecture of VDSL compared to ADSL. Customer
premises receiving VDSL (or higher) services are either directly connected to the CO or are
connected via a remote optical network unit, which is connected via fiber to the CO. Table
2.2 briefly summarizes the most important characteristics of different DSL services.
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III

Multiuser Transmission

DSL transmission is typically established between a central node and the Customer Premises
Equipment (CPE) of a remote user. The central node may be a CO, an ONU or Remote
Terminal (RT), depending on the application. However, in this thesis a DSL topology with a
CO as central node is considered (see Fig. 3.1).

The CO and the locally distributed CPEs are connected via twisted pair lines, each line
belonging to one user. When information is transmitted from the CO to the different users,
a DS communication was set up. Transmission of information in the opposite direction is
referred to as US communication.

Figure 3.1: Multi-user transmission

Initially, the DSL environment was thought of as a single-user environment, in which each
user occupies his own twisted copper pair and modems are synchronized and transmit
simultaneously. As a fact, the DSL environment is a multi-user environment as for a large
part of their length the twisted pairs are physically close to each other because they are
bundled in a cable binder. Non-perfect insulation of the lines leads to electromagnetic
coupling between them and results in mutual interferences at all modems operating within
the same cable. These interferences are also known as crosstalk.
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Fig. 3.1 shows a typical multi-line system topology and the different kinds of existing
crosstalk (exemplary for two of the three users). Interferences from a transmitter into a
receiver at the same end of the cable are referred to as NEXT. The level of it increases
with frequency and is independent of cable length. Near-end crosstalk gets intolerably
high at frequencies used in VDSL and VDSL2 (15 MHz and higher), making it the major
impairment for systems that share the same frequency band for US and DS transmission (e.g.
echo-canceled systems like HDSL). Due to that reason, most practical systems avoid NEXT
by applying duplexing methods (see Sec. 2.3). Frequency division duplexing eliminates
NEXT by giving upstream and downstream different, non-overlapping frequency bands.
When in addition all lines use the same bandwidth assignment, NEXT does not occur. Time
division duplexing avoids NEXT by allowing only US or DS transmission at a time, requiring
synchronization of all modems in the network. In this thesis, solely FDD-based and thus
NEXT-free systems are considered.

Far-end crosstalk is the coupled signals from a transmitter to the receivers at the opposite
end of the cable. In addition to frequency, the FEXT impact also depends on the line length
and the network configuration. It is attenuated by traversing the full length of the victim’s
line and increases with mounting coupling length. As a consequence, FEXT is usually less
serious than NEXT, but still the dominant impairment when no NEXT is present. The FEXT
interference level can be 10 to 20 dB higher than the background noise and results in a large
degradation of the maximum achievable data rate. It is worst among adjacent pairs and does
not change much over time.

Due to the severity of FEXT, the DSL channel is better modeled as a multiuser channel
of the additive noise form. The DSL system can be treated as a Multiple Input Multiple
Output (MIMO) system, for which crosstalk is no longer modeled as noise but as an input.
The DSL system is DMT-based (see Sec. 2.2.1), so that the transmission process can be
described per tone when perfect synchronization is assumed. On a single tone k and for N
users (i.e. N twisted pairs) in a cable binder, the receive signal y(n)k of user n is given as a sum
of the useful signal, the crosstalk contributions of all other users and additive noise:

y(n)k =
N

∑
m=1

H(n,m)
k · x(m)

k +n(n)k . (3-1)

x(m)
k represents the transmit signal on line m for tone k. For m = n, x(m)

k is the useful signal
transmitted on the line. H(n,m)

k is the transfer coefficient on tone k. For m = n it describes the
transmission from transmitter n to receiver n. For n 6= m it describes the crosstalk impact
of user m on user n. n(n)k is the additive noise contribution on line n, which can contain
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thermal noise, impulse noise, RFI, alien crosstalk etc. It is assumed being spatially white and
Gaussian, which is valid for most VDSL and VDSL2 deployments.

Equation 3-1 only considers the channel and crosstalk coefficients which describe the impact
on user n. The total MIMO transmission, which inherits the mutual interferences between all
users in the cable binder, can be described by the channel transfer matrix [TH00]

Hk =


H(1,1)

k H(1,2)
k · · · H(1,N)

k

H(2,1)
k H(2,2)

k · · · H(2,N)
k

...
... . . . ...

H(N,1)
k H(N,2)

k · · · H(N,N)
k

 . (3-2)

It contains the direct channel coefficients as well as the crosstalk coefficients of all users
in the system and therefore is of size N×N. The diagonal elements H(n,n)

k of matrix Hk

correspond to the direct channel coefficients of the different lines and describe the impact of
the direct channel of user n on his transmit signal. The off-diagonal elements correspond to
the crosstalk interference contributions and are the crosstalk coefficients. For the entire DSL
system, the transmission is mathematically given in vectorized form by

yk = Hk ·xk +nk, (3-3)

where yk = [y(1)k ,y(2)k , . . . ,y(N)
k ]T , xk = [x(1)k ,x(2)k , . . . ,x(N)

k ]T , and nk = [n(1)k ,n(2)k , . . . ,n(N)
k ]T

are the receive, transmit and noise signal vectors, which contain the receive, transmit and
noise signals of users n on tone k.

3.1 Upstream Transmission

In upstream, data is transmitted from the customer premises to the CO. The receiving modems
are collocated, wherefore a crosstalk signal traveling from a disturber to a victim has to
propagate through the full length of the disturber’s line to get to the victim’s receiver.
Figure 3.2 depicts an US transmission, where Transmitter (Tx) m is the disturber and
Receiver (Rx) n is suffering from his crosstalk. The insulation between the lines leads
to an increased attenuation of the crosstalk signals. As a consequence, the direct channel
H(m,m)

k of a transmitter is always larger than each crosstalk channel from this transmitter into
another receiver n. In each column of Hk, the diagonal element has the largest magnitude.
Following [CGBM06], this property is called Column-Wise Diagonal Dominant (CWDD).
It was validated by extensive measurement campaigns of real binders and satisfies

|H(n,m)
k |<< |H(m,m)

k |, ∀n 6= m. (3-4)
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Figure 3.2: Crosstalk situation in upstream

As described, the crosstalk generated by a transmitter into the other lines of the binder is
always smaller than his direct channel gain. On the contrary, the direct channel gain of
a victim can be smaller than the gain of the crosstalk channels affecting this user. This
effect can occur in cable binders consisting of lines of varying length with the victim line’s
transmitter having a larger distance to the CO than the disturber line’s transmitter. Figure 3.3
depicts such kind of scenario, with line n being the victim and lines m and m−1 being the
disturbers. The considered receiving modem can face strong signals from the closer modems

Figure 3.3: Near-far problem in upstream

as signal strength decreases with line length. It is possible that even with the attenuation of
the insulation, the received crosstalk signal is stronger than the useful signal. This situation is
called the near-far problem.

3.2 Downstream Transmission

In downstream, where data is transmitted from the modems in the CO to the individual
customer premises, transmitters are collocated. Consequently, a crosstalk signal transmitted
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Figure 3.4: Crosstalk situation in downstream

from a disturber into a victim propagates through the entire length of the victim’s line. This is
shown in Fig. 3.4 with Tx m being the disturber and Rx n being the disturbed user. The useful
signal and the crosstalk signals experience the same propagation length, but the crosstalk
signals are additionally attenuated by the insulation. This leads to a crosstalk contribution
smaller than the direct channel signal. The crosstalk channel gain of any user’s transmitter
into another user’s receiver is always lower than the direct channel gain of that user. In each
row of Hk the diagonal element has the largest magnitude. As described in [CGBM07], this
property is called Row-Wise Diagonal Dominant (RWDD) and is fulfilled if

|H(n,n)
k |>> |H(n,m)

k |, ∀n 6= m (3-5)

is valid. Like CWDD in upstream, RWDD was verified through extensive measurement
campaigns of real binders.

3.3 Crosstalk Channel Modeling

The direct channel transfer function H(n,n)( f ,d) of a twisted-pair can be accurately estimated
by the RLCG model. This was shown and explained in detail in Sec. 2.4. For the estimation
of the crosstalk transfer functions H(n,m)( f ,d), n 6= m, there exists a variety of models which
differ in their closeness to measured crosstalk channels.

Commonly used are empirical worst case models. For a cable, the standardized 99% worst-
case models provide an estimate of the FEXT influence from all other lines in the binder. In
99% of the cases the practically occuring crosstalk amplitude is less than predicted by the
model. Worst-case models are suitable for worst-case analysis. But they do not incorporate
all channel characteristics found in measured FEXT channels.
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Stochastic crosstalk channel models like for instance presented in [SDS+07], consider phase
coupling between the lines and variations of the crosstalk amplitude from one line to the
other. They are based on the worst-case approaches, but usually model the phase coupling as
uniformly distributed and the amplitude variations as Gaussian or Beta distributed. Further
proposals additionally model the irregular FEXT variations over frequency by a cosine
function [CFG02] or by using a sum-of-sinusoids [XSH09]. Another solution are physical
models, which have a solid physical background, but a high computational complexity. They
are based on cascades of many small and homogeneous binder segments and use the primary
transmission line parameters R, L, C, and G [LCJ+07].

In this thesis a stochastic crosstalk channel model, the so-called Beta model, is considered. It
relies on measurements of real cables and is valid for TP1 and TP2 lines. Besides including
variations of crosstalk amplitude and phase coupling over frequency and/or distance, it also
considers the geometry of the binder. Up to 4 binders with a maximum of 25 pairs each can
be simulated with this model.

The basis of the Beta model is the 99% worst-case approach, which is applied to calculate
the crosstalk channel amplitudes by∣∣∣H(n,m)

99 ( f ,d)
∣∣∣= ∣∣∣H(n,n)( f ,d)

∣∣∣ · f ·
√

d(n,m)
coupling ·κFEXT , n 6= m, (3-6)

with coupling factor κFEXT set to 1.594 ·10−10 and coupling length d(n,m)
coupling. Consequently,

it complies with the 99% worst-case model and only 1% of the practically occurring crosstalk
coupling is stronger than the simulated crosstalk amplitudes.

The crosstalk channel transfer functions including phase and binder geometry are calculated
by

H(n,m)( f ,d) =
∣∣∣H(n,m)

99 ( f ,d)
∣∣∣ · e jφ( f ) ·10

XdB
20 , n 6= m. (3-7)

XdB is the amplitude offset of the crosstalk transfer function in dB, relative to the 99%
worst-case model. It does not depend on frequency and its probability density function is
Beta distributed [MGP09]. φ( f ) is the phase of the crosstalk transfer function. In this thesis
it is assumed of being the same as the corresponding direct channel phase.

Figure 3.5 shows an example for crosstalk channel functions generated with the described
crosstalk channel model. It shows the direct and crosstalk channel transfer functions for a
user with four disturbers in a scenario with different line lengths. Three DS and two US bands
can be observed. Starting at the left the first, third and fifth band are used for downstream
transmission, whereas the second and fourth band is available in upstream. High variations of
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Figure 3.5: Direct channel transfer function (solid) and modeled crosstalk channel transfer
functions (dashed) of an example DSL line

crosstalk strength can be seen in upstream especially for higher frequencies. The differences
of crosstalk strength in downstream are below 20 dB.





IV

Crosstalk Cancellation

In a typical telephone copper cable network, the twisted copper pairs of the different users
are bundled within large cable binders typically containing up to 100 individual pairs. Due to
non-perfect insulation of the twisted wire pairs there is significant electromagnetic coupling
among nearby lines. This leads to severe crosstalk between the users transmitting within a
binder.

There exist two different kinds of crosstalk, near-end crosstalk and far-end crosstalk. Near-
end crosstalk occurs when transmit signals of one stream direction disturb the receive signals
of the other stream direction. It can be avoided by frequency division duplexing, where
different frequency bands are applied for upstream and downstream. Interferences from
transmit signals of the same stream direction, so called far-end crosstalk, strongly decrease
the performance in xDSL systems. The far-end crosstalk interference level can be 10 to 20 dB
larger than the background noise and therefore represents the largest performance limiter
in the system. Here only far-end crosstalk is considered. When crosstalk is mentioned it is
referred to FEXT.

Different kinds of proposals to reduce the influence of crosstalk have been made in literature.
When collocation on both sides of the DSL link is given, joint linear processing is possible.
[TH00] describes a pre- and post-filtering solution using singular value decomposition leading
to increased performance. Though, simultaneous collocation at the CO and of the customer
premises is generally not given.

For upstream transmission where receivers are typically centralized at the CO, several
canceler designs have been proposed. [GC01] and [YC00] describe Successive Interference
Cancellation (SIC) applying a Decision Feedback Canceler (DFC). A DFC is a non-linear
canceler, which decodes one user at a time and uses the estimates to decode the next one. For
perfect channel coding, it achieves near-optimum performance, but at the expense of infinite
complexity and latency. Therefore in practical systems, where channel coding is non-perfect,
SIC can suffer from error propagation, which decreases performance. A Minimum Mean
Square Error (MMSE) solution is presented in [GDJ08]. It is well known to balance FEXT



32 4. Crosstalk Cancellation

cancellation and noise amplification by considering the correlation characteristics of the
noise in the canceler design. A crosstalk cancellation technique based on Turbo coding is
presented in [DP02]. It is able to allow large performance increases but at the same time it is
extremely complex.

For downstream, recursive pre-distortion by a Tomlinson-Harashima precoder was proposed
in [GC00]. The THP is able to provide crosstalk-free transmission for all users, but can
also suffer from decoding errors on the receiver side. In addition to this it requires a change
of modems in the customer premises as a modulo-operation needs to be performed in the
receiver.

In this thesis, crosstalk mitigation techniques based on linear zero-forcing architectures
are considered [CGBM06, CGBM07]. They only require collocation on one side of the
cable and despite their design is rather simplistic and they are low-complex, they are near-
optimal in performance, as they can achieve interference-free transmission. Additionally,
the zero-forcing approaches are scalable in complexity and support single user detection as
well as complete crosstalk reduction, while showing a smooth performance degradation for
decreasing complexity.

Section 4.1 explains the topics of full crosstalk cancellation in upstream and full crosstalk
precoding in downstream. In Sec. 4.2, solutions which focus on partial elimination and
avoidance of crosstalk are presented.

4.1 Full Crosstalk Cancellation and Precoding

Full crosstalk cancellation or precoding is performed, when the entire crosstalk in the cable
binder is removed by signal processing. It allows all users to achieve maximum performance
and relies on knowledge of all direct and crosstalk channel coefficients.

In most DSL transmission scenarios, collocation is not given at both ends of the line, as
they may start in the CO, but commonly end in different customer premises. This makes
it impossible to equalize all crosstalk on either end of the wire, as access to all receive
signals cannot be provided. Consequently, crosstalk cancellation and crosstalk precoding are
performed at that end of the cable where all lines are accessible.

Section 4.1.1 describes upstream zero-forcing crosstalk cancellation, which equalizes the
signals on the receiver side. In Sec. 4.1.2 , downstream decomposition-based zero-forcing
precoding is described, where the transmit signals are pre-disturbed in the transmitters.
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4.1.1 ZERO-FORCING CROSSTALK CANCELER

In upstream, receivers are collocated as data is transmitted from the different users to the CO.
Crosstalk cancellation can be performed on the receiver side, which is shown in the block
diagram in Fig. 4.1. Zero-forcing crosstalk cancellation simply equalizes the received signals

Figure 4.1: Upstream transmission block diagram with crosstalk cancellation

with the inverse of the channel matrix Hk for every tone k. The estimated received signal
vector is given by

x̂k =H−1
k ·yk (4-1)

=H−1
k · (Hk ·xk +nk) (4-2)

=xk + ñk. (4-3)

When synchronization is perfect and channel and crosstalk transfer functions are known
without any inaccuracy, the received signal is only influenced by the scaled noise contribution
ñk after cancellation. As upstream crosstalk cancellation removes all crosstalk completely, it
also solves the near-far problem.

Zero-forcing equalization is known for its easy calculation of filter coefficients, but also for
the risk of noise enhancement in ill-conditioned channels. In upstream DSL, the majority
of channel matrices Hk is well-conditioned, based on the CWDD property explained in Sec.
3.1. In [CGBM06] it was shown that for CWDD channels, where |H(m,m)

k |>> |H(n,m)| for
n 6= m, the norm of the matrix inverse ||[H−1

k ]row m||2 is upper bounded by ||[H−1
k ]row m||2 ≤

|H(m,m)
k |−2. This leads to the scaled noise PSD being upper bounded to σ̃2

m(k)≤σ2/|H(m,m)
k |2.

Since |H(m,m)
k |2 < 1 the noise PSD increases, but it does not get infinitely high.

Figure 4.2 shows an example for the performance gains, which can be achieved with full
zero-forcing crosstalk cancellation. A huge increase in achievable data rate is visible for all
line lengths.
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Figure 4.2: Performance increase with full upstream crosstalk cancellation

4.1.2 DECOMPOSITION-BASED ZERO-FORCING PRECODER

In downstream transmission, the different receivers have various locations and receiver
coordination is not possible. On the contrary, the transmitters are collocated in the CO, which
enables precoding on the transmitter side. In Fig.4.3 it can be seen that with decomposition-

Figure 4.3: Downstream transmission block diagram with crosstalk precoding

based zero-forcing precoding, the transmit signals are pre-disturbed by the inverse of the
normalized channel matrix Hk,norm for every tone. Hk,norm only contains the influence of
crosstalk and is given by

Hk,norm = H−1
k,diag ·Hk, (4-4)
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where Hk,diag = diag{H(1,1)
k ,H(2,2)

k , . . . ,H(N,N)
k } represents a diagonal matrix containing the

direct channel transfer factors. On the receiver side, only the direct channel attenuation
is compensated by direct channel equalization in the individual receivers. Decomposing
the channel matrix Hk into crosstalk-coupling and direct channel influences and precoding
only with H−1

k,norm avoids an undesired power increase of the transmit signal as it would
occur for direct zero-forcing precoding. Due to the RWDD property of the channel,
where |H(n,m)

k | << |H(n,n)
k |, ∀n 6= m (see Sec. 3.2), the transmission power enhancement

is ‖ [Hk,norm]
−1
row n‖2 ≈ 1, meaning precoding does not lead to a significant transmit power

increase [CMV+04a].

Furthermore, decomposition-based zero-forcing precoding does not suffer from poor
performance like direct zero-forcing precoding [CGBM07]. It is prevented that all modems
see the channel of the worst line in the binder.

Assuming that all lines are precoded by the inverse of normalized channel matrix Hk,norm

before being transmitted, the receive signal yk is given by

yk = Hk · x̃k +nk (4-5)

= Hk ·H−1
k,norm ·xk +nk (4-6)

(4-7)

with precoded transmit signal vector x̃k. Together with direct channel equalization on the
receiver side the estimated transmit signal x̂k is described by

x̂k =H−1
k,diag ·yk (4-8)

=H−1
k,diag ·

(
Hk ·H−1

k,norm ·xk +nk

)
(4-9)

=xk + ñk. (4-10)

For perfect channel knowledge, crosstalk-free reception is achieved and the background noise
is only enhanced by the direct channel attenuation.

Figure 4.4 shows the tremendous performance gains achievable with precoding. For all users
in the binder an enormous data rate increase is visible. Due to the fact that precoding is
performed at the transmitter side, the transmit signal is spectrally shaped. Example transmit
spectra for the downstream tones are shown in Fig. 4.5. The initial flat spectrum before
crosstalk precoding was at -60 dBm/Hz.
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Figure 4.4: Performance increase with downstream precoding

4.2 Partial Crosstalk Cancellation and Precoding

In the last section the great benefits of crosstalk cancellation and precoding were presented.
Large data rate gains can be achieved by canceling crosstalk on the receiver side in upstream
or precoding the signal in the transmitter to avoid crosstalk in the receivers in downstream.
The large gains of full cancellation and precoding come at the expense of high computational
complexity, which can be unbearable for large binder sizes. At a symbol rate of 4 kHz,
for 4096 tones and a bundle of only 10 lines transmitting on them, already 1.6 billion
multiplications per second are required for full cancellation and precoding. This amount of
multiplications can only be handled by large and powerful chips. Moreover, full procedures
might be really challenging for cable bundles with much more lines as the number of
lines influences the number of multiplications quadratically. This puts a high burden on
both cost and feasibility. To enable data rate increases also for large binders and generally
reduce the burden of computational complexity and therefore cost, a reduction in required
computational complexity is desirable. Simultaneously, an acceptable performance still needs
to be achieved.

Crosstalk selectivity is inherent in DSL systems. Major interference on a user only comes
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Figure 4.5: Transmit spectra for downstream precoding

from a few crosstalkers. There is space-selectivity due to the layout of the binder and
frequency-selectivity due to the transmission channel. Both can be exploited for complexity
reduction of crosstalk cancellation and precoding. Partial crosstalk cancellation and precoding
only considers the largest crosstalkers in the cancellation and precoding procedure.

Section 4.2.1 describes crosstalk selectivity and its benefit on partial crosstalk cancellation
and precoding in more detail. In Sec. 4.2.2 the principle of partial crosstalk cancellation and
the structure of the partial cancellation filter are explained. Section 4.2.3 explains partial
precoding and describes the structure of the partial precoding filters. Both techniques are
based on the zero-forcing approach.

4.2.1 CROSSTALK SELECTIVITY

The severity of crosstalk varies both with frequency and space. Frequency selectivity describes
the change of crosstalk over frequency, whereas the variations of crosstalk over the lines in a
binder is named space selectivity.

Frequency selectivity is caused by frequency-dependent electromagnetic coupling, which
leads to varying crosstalk channels over frequency. Space selectivity naturally arises due to
the physical layout of the binders. As electromagnetic coupling decreases with distance, some
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Figure 4.6: Space selectivity caused by binder geometry: user of interest (black) and dominant
crosstalkers (grey)

users cause stronger and other users cause weaker interferences on a line. Thus, each user is
not equally disturbed by all lines in a binder, but generally has a few strong crosstalkers. This
is illustrated in Fig. 4.6.

Additionally, space-selective crosstalk channels are caused by the near-far effect. Large
differences in distance from the transmitters to the receiver lead to strongly varying coupling
lengths between the disturbing lines. This results in diverging crosstalk strengths making
some users strong and other user weak interferers.

Exemplary measurements for both frequency- and space-selective crosstalk channels are
presented in Fig. 4.7.

4.2.2 UPSTREAM PARTIAL CROSSTALK CANCELLATION

4.2.2.1 Principle

This section describes the principle and design of partial zero-forcing crosstalk cancelers
[CMG+04] used in upstream transmission where receivers are collocated. Like in full zero-
forcing crosstalk cancellation presented in Sec. 4.1.1, the estimate of the transmitted symbols
is given by a linear combination of the received signals

x̂k = Wk ·yk. (4-11)

Again, yk is the frequency-domain received symbol vector, but Wk is the partial cancellation
matrix. When detecting the transmitted signal of user n the receiver only observes the direct
line of user n and pn,k additional lines to enable crosstalk cancellation.The set of extra
observation lines for user n on tone k, which is the set of considered interferers mn,k, is
defined as

Mn
k = {mn,k(1), . . . ,mn,k(pn,k)}. (4-12)
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Figure 4.7: Measured direct channel and crosstalk channels

The number pn,k varies with user n and tone k to match the amount of crosstalk experienced
by the different users on the individual tones. pn,k = 0 corresponds to no cancellation whereas
pn,k = N−1 indicates full cancellation.

In contrary to full cancelers, partial cancelers form the estimate of the transmitted symbols
by linear combinations of the received signals on the observation lines only. The received
signals on the other lines are not used for the estimation of x(n)k . This leads to filter matrix
Wk having a sparse structure:

[Wk]n,m = 0, ∀m/∈{n,Mn
k}. (4-13)

For the partial cancellation filter a zero-forcing design is chosen. Under the zero-forcing
criterion the crosstalk from all crosstalkers contained in the set Mn

k is removed by the partial
cancellation filter, so that

[WkHk]n,m =

{
1, for m = n

0, for m ∈Mn
k .

(4-14)

For a user n, full cancellation requires N−1 multiplications per DMT symbol on all tones
k during run-time. Due to the sparse structure of Wk, partial cancellation on tone k only
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requires pn,k multiplications per DMT symbol. The required initialization complexity to find
the selected set Mn

k varies with the used selection algorithm.

4.2.2.2 Partial Canceler Design

This section describes the design of the partial cancellation filter Wk. Based on Eq. 4-11, the
estimate of the transmitted signal for user n on tone k is calculated as

x̂(n)k = [Wk]row n ·yk. (4-15)

x̂(n)k is only influenced by one row of the partial canceler matrix Wk.

In the cancellation procedure of user n on tone k only the received signals on lines {n,Mn
k}

are considered as mentioned in the last section. Accordingly, the reduced vector of received
signals ȳn

k is defined by

ȳn
k =

[
y(n)k ,y

(mn,k(1))
k , . . . ,y

(mn,k(pn,k))
k

]T
, (4-16)

where the mn,k are given by the set Mn
k . The reduced vector of received signals contains the

signals of the considered interferers and the considered line.

In Eq. 4-13 it was shown, that the rows of the filter matrix Wk contain zeros for all received
signals which do not participate in the partial cancellation procedure of the different users.
Each row of Wk defines the filter coefficients for one user n, which allows to define a vector
of user n’s non-zero elements of Wk by

w̄n
k =

[
W (n,n)

k ,W
(n,mn,k(1))
k , . . . ,W

(n,mn,k(pn,k))
k

]T
. (4-17)

Each W (n,m)
k represents the element of filter matrix Wk in row n and column m and

W (n,m)
k = [Wk]n,m holds.

With the reduced vectors the estimate of user n’s symbol on tone k is given by

x̂(n)k = w̄n
k · ȳ

n
k . (4-18)

To derive the filter coefficients, the corresponding partial channel matrix for user n on tone k
is introduced as

H̄n
k =

[
H(n,n)

k [Hk]row n, cols Mn
k

[Hk]rows Mn
k , col n [Hk]rows Mn

k , cols Mn
k

]
(4-19)

where [Z]rows X,colsY denotes the sub-matrix formed by the rows X and the columns Y of the
matrix Z. A partial cancellation filter based on the zero-forcing principle removes all crosstalk
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from crosstalkers being part of Mn
k . It can be shown [Cen04] that the filter coefficients thus

are given by
w̄n

k = [Ipn,k+1]
T
col n · (H̄n

k)
−1 (4-20)

where Ipn,k+1 is the (pn,k +1)× (pn,k +1) identity matrix.

4.2.3 DOWNSTREAM PARTIAL CROSSTALK PRECODING

4.2.3.1 Principle

In this section the principle and design of partial zero-forcing crosstalk precoders [CGMA04]
used in downstream transmission is described. In downstream, transmitters are collocated
implying that crosstalk can only be avoided by a suitable pre-equalization of the transmit
signal. The decomposition-based precoder design presented in Sec. 4.1.2 is chosen. It leads
to the estimated transmit vector

x̂k =H−1
diag,k ·Hk · x̃k + ñk (4-21)

=H−1
diag,k ·Hk ·Zk ·xk + ñk. (4-22)

The precoded signal is formed by a linear combination of the transmit signals of the respective
users

x̃k = Zk ·xk, (4-23)

where Zk is the partial precoder matrix.

When precoding the transmit signal of the users n, each user first decides on the crosstalkers
disturbing him the most by selecting the set of extra observation lines

Mn
k = {mn,k(1), . . . ,mn,k(pn,k)}, ∀n,k. (4-24)

Based on Mn
k the set Nm

k of users nm,k who want to be protected against interference from
transmitter m is derived:

Nm
k = {n : m ∈Mn

k}= {nm,k(1), . . . ,nm,k(tm,k)}, ∀m,k. (4-25)

tm,k is the number of receivers who do not want to suffer from crosstalk produced by
transmitter m. All users in Nm

k are included in the precoding procedure. The signals on all
other lines are not precoded, leading to a sparse precoding matrix

[Zk]n,m = 0, ∀n /∈ {m,Nm
k }. (4-26)
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Additionally, a decomposition-based filter structure is chosen, so that

[HkZk]n,m =

{
H(m,m)

k , for n = m

0 , for n ∈ Nm
k

(4-27)

has to be fulfilled.

4.2.3.2 Partial Precoder Design

In this section the design of the partial precoding filter Zk is explained. The goal is to define a
precoding filter so that the transmit signal x̃(m)

k for user m on tone k can be expressed as

x̃(m)
k = [Zk]row m ·xk. (4-28)

Define the reduced transmit signal vector

x̄m
k = [x(m)

k ,x
(nm,k(1))
k , . . . ,x

(nm,k(tm,k))
k ]T , (4-29)

containing the corresponding transmit signals of the considered transmitters. The vector
containing the non-zero elements of Zk used in the precoding of Tx m is given by

z̄m
k = [Z(m,m)

k ,Z
(nm,k(1),m)
k , . . . ,Z

(nm,k(tm,k),m)
k ]T , (4-30)

where Z(n,m)
k = [Zk]n,m are the elements of the filter matrix Zk in row n and column m. With

the reduced vectors the precoded transmit signal x̃(m)
k for user m on tone k is given by

x̃(m)
k = z̄m

k · x̄
m
k . (4-31)

In order to derive the precoding filter coefficients, the corresponding partial channel matrix
for user m on tone k is introduced as

H̄pre,m
k =

[
H(m,m)

k [Hk]row m, cols Nm
k

[Hk]rows Nm
k , col m [Hk]rows Nm

k , cols Nm
k

]
(4-32)

The filter coefficients then are given by

z̄m
k = H(m,m)

k · (H̄pre,m
k )−1 · [Itm,k+1]

T
col m (4-33)

with identity matrix I.
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Spectrum Management

Chapter 4 described a set of crosstalk mitigation techniques which can significantly increase
the performance of a single line. Parts or all of the interferences introduced by the other
lines in the binder can be eliminated by signal processing. What all these techniques have in
common is, that they put a considerable burden of additional computational complexity on
the reception or transmission of each symbol. This holds especially for large binder sizes.
Therefore it is important to take other ways of crosstalk mitigation into account. Spectrum
management is a candidate for crosstalk reduction which avoids high signal processing
complexities.

DSL is a multi-user multi-carrier system. Each user transmits over multiple carriers and
between all users in the binder, mutual crosstalk is generated. Consequently, the performance
of a user depends on his own signal strength and the strength of the interfering signals. The
user’s achievable data rate depends on his own power allocation, but also on the power
allocation of all other lines in the binder.

In literature, spectrum management techniques were widely discussed. They aim at avoiding
unnecessary crosstalk by spectral coordination, instead of mitigating it by signal coordination
and are not limited to certain transmission scenarios. Where crosstalk cancellation signifi-
cantly increases the signal processing complexity of the system, spectrum management does
not increase it at all.

With spectrum management the transmit spectra of the modems in a binder are limited
to minimize the effects of crosstalk. For each modem the same power is available for
transmission. The modem has to distribute that power to the tones in a way to achieve a
trade-off between maximizing its own capacity and minimizing the crosstalk introduced on
all other lines in the network. The goal is a trade-off which is fair for both the transmitter and
the interfered receivers. It is especially helpful in near-far scenarios both in upstream and
downstream, which are shown in Fig. 5.1.

Static Spectrum Management (SSM) (see Sec. 2.2.3) is the classical approach, where each
DSL line maximizes its own performance by waterfilling algorithms, without considering



44 5. Spectrum Management

Figure 5.1: Typical scenarios to apply spectrum management techniques: Near-far scenario in
US (top), Remote terminal deployment in DS (bottom)

the impact on all other lines. Examples are modems in power-adaptive mode, which aim
at margin maximization for a fixed data rate and in rate-adaptive mode, where all available
power is used to maximize the data rate. SSM is widely applied in DSL systems. Spectral
compatibility between lines is ensured by employing spectral masks for all modems. Identical
limitations on transmit power and spectra are established for all lines.

A serious disadvantage of static spectrum management is the fact that spectral masks are
based on worst case crosstalk emission scenarios. This makes them overly restrictive in
many cases and results in suboptimal performance and prudent spectrum usage. Dynamic
Spectrum Management (DSM) overcomes the poor performance of SSM by adjusting the
spectra to the individually found crosstalk situation and taking into account the influence on
other neighboring lines. Instead of treating each line in isolation, DSM looks at all lines in a
given cable binder as a multi-user system. The goal of dynamic spectrum management is to
increase the performance of the cable binder by increasing the reach or the data rate. The
data rates of the DSL network are maximized by optimally balancing the transmit spectra.
The goal is to find the optimum power allocation of all users.

The objective of this chapter is to give an overview over existing DSM techniques. Several
proposals were made in literature: autonomous techniques, which aim at maximization of
the lines own performance, while avoiding all unnecessary crosstalk on other lines. And
coordinated techniques, which maximize their own performance while minimizing the
interferences to all other users. In the following sections the mathematical description of the
spectrum management problem is given (Sec. 5.1) and existing solutions are presented (Sec.
5.2).
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5.1 The Spectrum Management Problem

In a multi-user system, the performance of a line depends on its own power allocation and the
power allocation of all other lines in the binder. Multi-user spectrum management addresses
the problem of finding the optimum power allocation for all users to maximize the data rates
of the entire DSL network. Accordingly, when describing the problem mathematically, the
optimization criterion has constraints linking the performance of the lines in the network to
each other. For N users, the spectrum management problem is defined as:

max
P1,...,PN

RN s.t. Rn ≥ R(T )
n , ∀n < N (5-1)

total power :∑
k

Pn
k ≤ Pn

max, ∀n (5-2)

where R(T )
n denotes the target data rate of user n and Rn is the data rate on line n. The PSD of

user n is defined as Pn = [Pn
1 , ...,P

n
K], with K being the number of tones. In addition to the

rate constraint for all other lines in the binder, the optimization is typically subject to a total
power constraint Pn

max, limiting the total transmission power of each modem.

5.2 Existing Solutions

5.2.1 AUTONOMOUS METHODS

Autonomous spectrum management techniques aim at avoiding all unnecessary crosstalk
to their neighbors. They compute the power allocation of a DSL line based on its own line
condition and service requirements. The reach of autonomous techniques is limited to their
own lines but they notice the influence of all other lines due to noise measurements.

5.2.1.1 Power Back-Off

Classical transmission scenarios where the effects of crosstalk can be strongly reduced by
a fitting power allocation are near-far scenarios in US and mixed RT/CO scenarios in DS.
In these scenarios shorter lines affect the longer lines in the binder massively by crosstalk.
Reducing the transmit power of the short lines to enable a better transmission on the longer
lines therefore is straight forward.

The process of reducing the transmit PSD to lower the level of FEXT on highly affected
twisted pairs is called Power Back-Off (PBO). There exist various methods which differently
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define how to select the transmit PSD of a user. What they all have in common is the need of
a certain reference to decide on the adaptation of the transmitter’s power allocation.

In [Sch02, Jac01] several methods for Upstream Power Back-Off (UPBO) are described,
which are also applicable in downstream.

In [VMGP10] a proposal for the downstream of CO/RT-deployed networks is shown. It
focuses on defining the transmit PSD of the RT in such a way that it only causes a tone
dependent defined reduction of transmission bits and bit rate on the victim line.

Power back-off is able to increase the achievable bit rate on longer lines, without a change
in the network infrastructure. A severe drawback is that the results strongly depend on the
chosen method and the selected parameters.

5.2.1.2 Iterative Waterfilling

Iterative waterfilling is the extension of the waterfilling procedure to a multiuser environment.
It relies on the single-user waterfilling solution presented in Sec. 2.2.3 and was widely
discussed in literature [SCGC02, GDJ08, SSCS03].

Starting at any initial spectra, the waterfilling procedure is performed independently on each
line across all lines in the DSL binder. Each user tries to selfishly maximize his own data rate
(or minimize his power at a fixed data rate) while regarding the crosstalk interference from all
other users as noise. This is repeated until the algorithm converges and the resulting spectra
are stable. Due to the frequency-selective crosstalk channel transfer functions, Iterative
Waterfilling (IWF) brings positive effects. In [YGC02, LP06, CKLC03] it was shown that
IWF converges in typical DSL deployments. It is not important whether or not the users’
water fillings are performed successively or in an ordered manner as the same convergence
results are obtained for both cases.

A summarization of IWF is given by Algorithm 1. The behavior of IWF is illustrated in Fig.
5.2 for the 2-user case. In each iteration of the algorithm the spectra move away from each
other achieving better performance step-by-step.

Iterative waterfilling is well-known for its linear complexity in number of users and frequency
tones and relative simplicity. Like every other solution presented in this section it can be
implemented autonomously without requiring a spectrum management center. Each line is
adapted on its own without any central control. Only the total power (or rate) needs to be
communicated by a centralized network entity to the modems at the CO, which means that
no modems have to be replaced. Thus, huge performance gains can be achieved compared to
static spectrum management.
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Figure 5.2: Principle of IWF for the 2-user case

5.2.1.3 Autonomous Spectrum Balancing

Autonomous Spectrum Balancing (ASB) is derived from the optimum spectrum balancing
solution explained in Sec. 5.2.2. Like some power back-off algorithms it uses the concept
of a reference line. For ASB, it is a representative of a typical victim line within a typical
network. It is based on network statistics, not only on specific knowledge of the binder. The
goal of each line is to minimize the harm it causes to the reference line, while still achieving
its own data rate. In a waterfilling type of solution, ASB tries to minimize the data rate
of the reference line, subject to keeping his own data rate above a target. Each user only
optimizes his own PSD, as the interferences from all other users are considered as noise
and the achieved rates of all other users are not of interest. This optimization is iteratively
repeated for all users until their PSDs converge. As indicated by the name, ASB has no need
for a centralized spectrum management center. The only information required in the modem
is the direct channel, background noise and distance to the CO. The impact of a user on the
reference line is determined via crosstalk channel models.

Autonomous spectrum balancing requires a low computational complexity, which increases
only linearly with the number of users and tones. In [CHCM07, VBY05] it was shown that
large performance gains can be achieved over existing autonomous algorithms for ADSL
mixed RT/CO deployment scenarios. This is because besides the usage of a reference line,
ASB differs from IWF by applying waterfilling with different waterfilling levels for different
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Init: Set Pn
k to a flat PSD spectrum for all users n.

while (No spectra convergence) do
for n = 1 . . .N do

Calculate the noise spectrum:

σ2
n,total(k) =

N
∑

m=1,m 6=n
|H(n,m)

k |2 ·Pm
k +σ2, ∀k.

Get Pn
k , ∀k by waterfilling.

end
end

Algorithm 1: Iterative waterfilling

tones. This allows ASB to better adapt to the special structure of the DSL channel and
achieve better performance. Though it was stated in [CHCM07] that ASB is also applicable
in VDSL, typical performance results for VDSL scenarios where not found in literature. For
the upstream VDSL near-far scenario it was stated in [CHCM07], that convergence of the
algorithms might not be given for too different line lengths.

5.2.2 OTHER SOLUTIONS

There exists a variety of centralized or partly centralized solutions to the spectrum
management problem, which are able to outperform the autonomous solutions. They perform
coordinated multi-user power allocation in order to avoid crosstalk.

Optimum Spectrum Balancing (OSB) [CYM+06, CMV+04b] takes into account the trans-
mission situation of all lines in the binder and delivers the optimum power allocation of all
users. However, it has an exponential complexity in the number of users, making it unusable
for any DSL network with more than 5 lines.

Proposals for Iterative Spectrum Balancing (ISB) simplify OSB down to a quadratic [CM05]
or a polynomial complexity [LY05], making it applicable for larger binder sizes. The
approach in [VTM+06] is also able to lower the complexity of OSB, but still a centralized
spectrum management center is required to optimize the PSDs of all modems in the network,
introducing a lot of overhead both in bandwidth and infrastructure.

Two proposals which try to reduce centralization are SCALE [PE09] and the band prefer-
ence method [LKBC06]. SCALE achieves better performance than IWF at a comparable
complexity, but is not autonomous as real-time messages have to be passed between users.
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The band preference method optimizes the PSDs in a distributed manner, but the calculation
of the band-preference coefficients again requires a spectrum management center.





VI

Crosstalk Channel Estimation

In Chapter 4, the benefits of applying crosstalk cancellation techniques have been taken
into account. The limitations in data rate by crosstalk can be mitigated by zero-forcing
crosstalk cancellation procedures in upstream and precoding procedures in downstream. But
the increased system performance achieved by crosstalk cancellation techniques can only be
obtained with full CSI and high CSI accuracy in both upstream and downstream. Therefore
the direct and crosstalk channels need to be measured initially with adequate precision before
any transmission including crosstalk cancellation can be done.

The DSL channel is generally stable, nevertheless it can vary slowly, for example due to
temperature or humidity changes. Although these changes are relatively small and smooth,
without any adaptation of the coefficients they will lead to an additional inaccuracy in the CSI
knowledge and performance degradation. Accordingly, updating the canceler coefficients is
needed to deploy the full potential of the DSL system.

In this thesis, channel estimation and channel update techniques are analyzed for the
VDSL channels. A straightforward way to estimate and update the CSI is to periodically
transmit a set of pilots as shown in [LMOW07]. These classical pilot-based estimation
techniques provide good performance but have the disadvantage of utilizing parts of the
useful bandwidth for pilot transmission. In addition to this there is a large signaling overhead
in downstream estimation and update given by the estimates which need to be sent back
to the CO. In [DMS+07, DBM+08], Least Mean Squares (LMS)-based channel estimation
and adaptation algorithms are applied in order to decrease computational complexity of the
adaptive precoder and canceler as well as to reduce overhead in downstream by feeding back
the error samples. Further overhead reduction in downstream is obtained in [LV06b, LV06a]
where the proposed estimation method only requires the sign of the error samples as channel
information.

This chapter introduces channel estimation and update procedures which combine the good
performance of the pilot-based estimation techniques with low pilot and signaling overhead as
published by the author in [DRR10, DR10, RDR08]. In Sec. 6.1 an estimation algorithm for



52 6. Crosstalk Channel Estimation

Figure 6.1: Transmission pattern for initial channel estimation

CSI is proposed which is based on orthogonal pilot sequences. For channel update it is further
suggested that pilot signals are additionally transmitted during the sync frame which avoids
any additional overhead in the DSL system (see Sec. 6.2). In upstream, where the receivers
are collocated, a receiver-based procedure is presented. In downstream, CSI is lacking on the
transmitter side and therefore a transmitter-based procedure with error feedback is applied.
The simulation results for both pilot-based channel estimation and update are presented in
Sec. 6.3.

6.1 Channel Estimation

There are various ways to measure the direct and the crosstalk channels of a copper cable
binder. Pilot-based channel estimation methods offer high measurement accuracy and avoid
any error propagation compared to decision-directed schemes. Transmitting a pilot sequence
instead of just one pilot improves the measurement accuracy because estimation noise is
reduced. To decrease the needed time for estimation, an orthogonal pilot-based estimation
technique is applied, which allows simultaneous transmission on all lines. Various orthogonal
sequences have been analyzed in literature [Lük92].

To initially estimate the direct and crosstalk channel coefficients, a set of N orthogonal pilot
sequences of length L is transmitted on one line each over time (see Fig. 6.1). The transmitted
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pilot sequences are described by an N×L matrix R, which is given by

R =


r(1,1) · · · r(1,L)

... . . . ...

r(N,1) · · · r(N,L)

 .

Each row of matrix R contains L transmit pilots for one user n. For instance, for user 1 pilots
r(1,l) with l = 1 . . .L are transmitted in the first to the Lth symbol. The same pilot matrix is
used for all tones k.

After reception of the complete sequence the direct and crosstalk coefficients can be calculated
via correlation. In upstream and downstream each estimated direct and crosstalk coefficient
is then given by [Pro01]

Ĥ(n,m)
k =

L
∑

l=1
r̃(n,l)k · r(m,l)∗

k

L
∑

l=1

∣∣∣r(m,l)
k

∣∣∣2 , ∀n,m (6-1)

where r̃(n,l)k is the lth received pilot on line n and tone k and r(m,l)
k is the lth transmitted pilot

on line m. The received pilot r̃(n,l)k is calculated by

r̃(n,l)k =
N

∑
m=1

H(n,m)
k · r(m,l)

k +n(n,l)k . (6-2)

The signal-to-noise ratio for the channel estimation can be calculated by

SNR =
σ2

s
σ2/L

(6-3)

with transmit signal variance σ2
s and noise variance σ2, mathematically showing the increase

of estimation accuracy with increased sequence length L.

6.2 Channel Update

In order to guarantee good crosstalk cancellation performance, the DSL channel does not
only need to be measured once. Although DSL channels are generally stable, they can still
vary slowly, e. g. due to temperature changes [Wer91, LV06b]. This requires a continuous
estimation of channel parameters. Especially crosstalk channel knowledge has to be updated
regularly as crosstalk cancellation techniques for upstream and downstream are very sensitive
to inaccurate CSI knowledge.
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Figure 6.2: DSL frame structure

6.2.1 PILOT-BASED CHANNEL UPDATE

One goal for using a pilot-based channel update technique in the VDSL2 system is to use the
existing frame structure to avoid the transmission of additional pilots instead of data symbols.
During DSL transmission every 257th transmitted symbol is a sync symbol, which contains
two bits as a sync flag (see Fig. 6.2). Normally, it is used for synchronization purposes but
could be redefined and alienated to transmit pilot signals.

To achieve channel estimations of sufficient accuracy, pilot sequences are transmitted over
time. To save estimation time and enable parallel transmission on all lines, orthogonal
pilot sequences are used. In contrary to channel estimation described in the last section,
pilots are not transmitted in every consecutive symbol for channel update. One pilot of the
sequence is transmitted every superframe, i.e. every Tsuperframe = 64.25ms (see Fig. 6.2).
The transmission of the sequences is continuously repeated. After reception of a complete
sequence, the channel coefficients can be estimated via correlation.

In upstream, collocation of the receivers is given and therefore a canceler can be applied on
the receiver side. After channel estimation all CSI is available and the canceler update is done
by computing Ĥ−1

k . In downstream, receivers are not collocated wherefore transmitter-sided
precoding is applied. This implies that some information has to be fed back, as full channel
state information is required on the transmitter side. Signaling overhead has to be kept as
small as possible. Due to standardization purposes, the normalized complex error e(n)k (t) for
user n and time t is fed back given by [ACA+07]

e(n)k (t) = r̂(n)k (t)− r(n)(t) (6-4)

=
1

Ĥ(n,n)
k

· r̃(n)k (t)− r(n)(t) (6-5)

where r̂(n)k (t) is the normalized received pilot at time instant t, r̃(n)k (t) is the received pilot at
time instant t and r(n)k (t) is the transmitted pilot for user n at time instant t. It is given by the
complex-valued deviation of the normalized received pilot to the transmitted pilot.
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On the transmitter side where all feedback is collected, the time-dependent error matrix Ek(t)
is then given by

Ek(t) = R̂k(t)−Rk(t)

= Ĥ−1
k,diag (Hk ·Rk(t)+Nk(t))−Rk(t)

= (Ĥk,norm− I) ·Rk(t)+ Ñk(t) (6-6)

and is of size N×L. Rk(t) contains the last transmitted pilot sequences for all users and R̂k(t)
is the normalized received pilot sequence matrix. After calculating R̂k(t) on the transmitter
side using Rk(t) and Ek, Ĥk,norm is estimated and the precoder update is given by the
calculation of Ĥ−1

k,norm.

6.2.2 UPDATE SCHEMES

Provided the reception of a complete sequence there are two possible ways to update the
CSI. At first, update can be done blockwise after each reception of a complete pilot sequence.
In Fig. 6.3 the sequence of the blockwise estimation is exemplarily shown for a Walsh-
Hadamard code of length L = 4. A channel update is only available every Lth superframe, but
at the same time this saves computational cost. For blockwise channel update the coefficients
at time instant qNs f T are given by

Ĥ(n,m)
k,norm(qNs f T ) =

L
∑

l=1
r̂(n)k ((q−L+ l)Ns f T ) · r(m,l)∗

k

L
∑

l=1

∣∣∣r(m,l)
k

∣∣∣2 , ∀n,m (6-7)

with DMT symbol duration T and Ns f DMT symbols per superframe. Index q starts at L and
increases by L with every enhancement.

Furthermore, all channel coefficients can be updated continuously by a sliding estimation.
After an initial reception of a complete pilot sequence, the update is done every sync frame.

Figure 6.3: Blockwise estimation
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Figure 6.4: Sliding estimation

This is shown in Fig. 6.4. The advantage is the continuous update in every superframe, which
comes at the expense of computational cost. For continuous update the channel coefficients
at time instant qNs f T are given by

Ĥ(n,m)
k,norm(qNs f T ) =

L
∑

l=1
r̂(n)k ((q−L+ l)Ns f T ) · r(m,((q−L)modL+l−1)modL+1)∗

k

L
∑

l=1

∣∣∣r(m,l)
k

∣∣∣2 , ∀n,m (6-8)

with DMT symbol duration T and Ns f DMT symbols per superframe. For the sliding
estimation the index q starts at L and is increased by 1 with every raise.

6.3 Performance

6.3.1 SIMULATION PARAMETERS

For the quantitative performance analysis based on simulations, several system and channel
parameters need to be defined. In this section a cable binder with 10 lines of equal length
is considered. The cable diameter is given by 0.5 mm (TP2) [Bri98]. No coding gain is
considered, the target symbol error rate is given by 10−7 and the noise margin is 6 dB. All
system parameters are listed in Table 6.1.

The orthogonal sequences are realized using Walsh-Hadamard codes [Lük92]. Considering
the time-variance of the channel, a slow linear change of amplitude and phase of the crosstalk
coefficients is assumed given by

∆

∣∣∣H(n,m)
k

∣∣∣(t) = 20 · log

(
H(n,m)

k (t)

H(n,m)
k (0)

)
= 1

dB
min
· t, n 6= m

∆φ
H(n,m)

k
(t) = φ

H(n,m)
k

(t)−φ
H(n,m)

k
(0) = 0.1

rad
min
· t, n 6= m
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Table 6.1: Simulation parameters

Parameter Value
Bandwidth B 17.664 MHz

Number of US DMT tones KUS 1147

Number of DS DMT tones KDS 2885

Tone spacing ∆ f 4.3125 kHz

Coding gain γc 0 dB

Noise margin γm 6 dB

Desired symbol error rate < 10−7

Symbol duration 0.232 ms

Transmit signal PSD -60 dBm/Hz

Background noise PSD -140 dBm/Hz

Band plan 998ADE17

Shannon gap Γ(Pe) 9.8 dB

Cable type 0.5 mm

Binder size 10

Line length d 500, 700, 900, 1100 m

The direct channel coefficients remain constant. This is reasonable as inaccurate off-diagonal
coefficient knowledge decreases the cancellation performance much more.

For data rate evaluation of the initial channel estimation procedure, cable lengths of
500,700,900 and 1100 m are considered. Pilot sequence lengths of L = 16, 32 and 64
are simulated.

6.3.2 SIMULATION RESULTS

6.3.2.1 Channel Estimation

Figure 6.5 and Fig. 6.6 show the performance of full crosstalk cancellation and precoding for
different lengths of the pilot sequence. In upstream and downstream the achievable data rates
for a binder with lines of equal length are compared to the data rate for perfect CSI.

As obvious from the figures, increasing the length of the pilot sequence decreases the
measurement error and increases the data rate. For both upstream and downstream using
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stream

a pilot sequence of length L = 32 results in data rates larger than 95% of the data rate
achievable with perfect CSI.

6.3.2.2 Channel Update

Figure 6.7 and Fig. 6.8 show the data rate results for adapted CSI in upstream and downstream
respectively. Results are presented for a cable length of 500 m and a Walsh-Hadamard pilot
sequence with length 32. The data rate over time with adapted CSI is compared to the case,
where perfect channel knowledge is assumed and to the no update case. If canceler and



6.4 Summary 59

precoder are not adapted, the initial channel estimation is necessary anyhow. As obvious from
both figures, updating the CSI avoids any data rate losses due to the channel changes. Whereas
the performance drops drastically within the simulation time if no update is performed, CSI
update leads to a stable data rate of at least 95% of the data rate achievable with perfect CSI.
It slightly drops within the updates but still leads to an acceptable performance.

6.4 Summary

In this chapter, channel estimation and update procedures are proposed and analyzed to
measure the DSL channel with sufficient accuracy and to overcome data rate losses due to
channel changes. The presented methods use orthogonal pilot sequences which are transmitted
in an initial channel estimation as well as continuously during the sync frames. Due to
transmission during the sync frames, any pilot overhead is avoided. For the channel update in
upstream, correlation is applied in the receiver. In downstream, feedback of the normalized
error sample is required and therefore the coefficient update is calculated on the transmitter
side using correlation. It is shown that both procedures achieve high data rates by the CSI
update.

In summary, the designed channel estimation procedures lead to a higher efficiency and
increased performance figures in a VDSL2 system.





VII

Data Rate Constraints in DSL Access

Networks

In the last two decades usage of Internet has exploded and an always increasing amount
of multimedia services is provided and demanded online. High-rate applications like file
sharing, HDTV and telecommuting and the wish to use multiple applications simultaneously
(e. g. Triple Play) lead to a continuous aim for higher data rates. DSL providers are finding
themselves in situations where users in a binder are able to reach a certain data rate, but need
the guarantee for a higher one in order to run their applications stably. Consistently, DSL
systems face users with different data rate constraints in the binder like shown in Fig. 7.1
a).

Figure 7.1: Data rate constraints in a DSL binder
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When all crosstalk is present in a cable binder, the majority of users is not able to reach the
required data rates for stable usage of their desired high-rate applications (see Fig. 7.1 b)). To
enable all users to achieve their data rate targets, the providers need to spend additional effort
on their connections.

Generally, there are two ways for a service provider to improve the quality of their DSL
links: they can adapt the transmission power by spectrum management or they enlarge the
amount of signal processing available on each line for crosstalk cancellation. Like presented
in Chapter 5, spectrum management is able to improve the signal quality on a line but it has
limitations in performance and flexibility as crosstalk-free transmission is never possible.
On the contrary, signal processing techniques theoretically allow transmission without any
crosstalk, but available computational complexity is bounded by feasibility and cost. In
addition, full crosstalk cancellation might widely exceed the desired data rates (see 7.1 c)).
Partial crosstalk cancellation techniques like presented in Sec. 4.2 could be a solution, if
well-known selection algorithms would not aim at maximization of the binder capacity.
As they do not focus on data rate fulfillment on the individual lines, this might increase
needed computational resources. Following, providers find themselves in a trade-off between
satisfying users needs and sticking to cost limits.

The objective of this chapter is to find algorithms, which guarantee the achievement of high
data rate targets to all users in a DSL cable binder, but at the same time aim at minimizing the
computational complexity required for that by not largely exceeded the required data rates.
(see Fig. 7.1 d)). Partial crosstalk cancellation procedures with novel selection algorithms
are presented, which are able to satisfy users’ data rate demands at a limited amount of
computational complexity. To use the available computational complexity more efficiently,
the novel selection algorithms are combined with spectrum management techniques.

Chapter 7 is structured as follows: partial crosstalk cancellation techniques for data rate
fulfillment are presented in Sec. 7.1. A joint partial cancellation and spectrum management
approach, which aims at further reduction of needed computational complexity is proposed
in Sec. 7.2. A summary of the results is given in Sec. 7.3.



7.1 Partial Crosstalk Cancellation 63

7.1 Partial Crosstalk Cancellation

One of the main objectives of this thesis was to find crosstalk cancellation procedures for
DSL systems, which allow all users in a binder to fulfill their data rate requirements. The
focus was on adapting to the users’ individual needs instead of just maximizing the data rate
of the binder, to keep the required computational complexity low.

In this chapter, methods and algorithms are introduced which fulfill the data rate requirements
of users in a binder with the help of signal processing. In upstream where receivers are
collocated, crosstalk is reduced by a partial canceler. Downstream transmission exploits the
collocation of the transmitters by avoiding crosstalk under application of a partial precoder.
The basis of both the canceler and precoder is the zero-forcing structure explained in Chapter
4 as it combines good performance with a low complexity.

For signal processing, a limited computational complexity is assumed. Full cancellation
procedures would exceed this complexity and would not be able to fulfill the desired rates
with real-time processing. To handle data rate requirements with that limited amount of
computational resources, only the complexity which is really needed can be spent on the
lines. Consequently, crosstalk is not completely, but partially canceled or precoded.

A subset of interferers is observed for each user on all tones, which are chosen according
to a predefined and specially tailored selection algorithm. The author has published several
proposals in literature [RDR09, RDR11, DMR12]. The developed selection algorithms take
into account the users’ data rate requirements and distribute the available computational
complexity in an intelligent way. The available computational complexity is shifted to
the users who have not yet reached their data rate goals and who need to spend more
additional effort on cancellation or precoding. The interferers considered in the cancellation
and precoding are successively selected.

The remaining chapter is structured as follows: Sec. 7.1.1 and Sec. 7.1.2 specify the partial
canceler structure in upstream and the partial precoder structure in downstream for partial
crosstalk cancellation with data rate constraints. The successive crosstalk selection algorithms,
which choose the canceled crosstalkers based on the users’ data rate requirements are further
described in Sec. 7.1.3. A complexity analysis of the solutions is carried out in Sec. 7.1.4.
Performance results are given in Sec. 7.1.5.
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7.1.1 UPSTREAM

To achieve given data rate constraints in upstream transmission, a partial crosstalk canceler
with cancellation matrix WQoS,k is required. The canceler eliminates crosstalk on the receiver
side taking into account the data rate demands. The partial canceler structure resembles the
one introduced in Sec. 4.2.2, so that the estimated transmit signal vector on tone k is given
by

x̂k = WQoS,k ·yk. (7-1)

The off-diagonal coefficients of the partial canceler matrix have the property W (n,m)
QoS,k = 0,

when user m is not canceled on tone k. Each user’s receive signal can be calculated by

x̂(n)k =w̄n
QoS,k · ȳ

n
k (7-2)

=[Ipn,k+1]
T
col n ·

 H(n,n)
k [Hk]row n, cols Mn

QoS,k

[Hk]rows Mn
QoS,k, col n [Hk]rows Mn

QoS,k, cols Mn
QoS,k

−1

· ȳn
k

where Ipn,k+1 is the (pn,k +1)× (pn,k +1) identity matrix, ȳn
k is the reduced received signal

vector of length pn,k+1 and w̄n
QoS,k is the vector of user n’s non-zero elements of WQoS,k.

The canceler coefficients W (n,m)
QoS,k have to be chosen in a way to enable all users n to fulfill their

data rate targets for a given complexity limit of Crun. The procedure starts with calculating
the data rate difference between the target data rate R(T )

n and the initial data rate R(I)
n . The

initial data rate R(I)
n is the data rate which can be achieved without any crosstalk cancellation.

It is calculated by

R(I)
n = fS ·∑

k
log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k

∑
m,m6=n

∣∣∣H(n,m)
k

∣∣∣2 ·Pm
k +σ

2

 (7-3)

with the SNR gap Γ and the power of the transmit signal Pn
k of user n on tone k. All

users n who do not yet achieve their data rate target need to cancel crosstalkers for target
fulfillment.

Partial cancellation for data rate fulfillment only cancels crosstalk for user n on tone k, which
is produced by the interferers contained in the set Mn

QoS,k. These disturbances need to be
eliminated for target data rate achievement. The set Mn

QoS,k for all users n on all tones k is
determined by a selection algorithm, which takes into account the data rate requirements of
the respective users. This is achieved by successively increasing the number of considered
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crosstalkers for the users n. Several successive selection algorithms are described in Sec.
7.1.3.

7.1.2 DOWNSTREAM

Partial crosstalk precoding for data rate fulfillment uses a transmitter-sided precoder with
precoder matrix ZQoS,k, which precompensates for crosstalk on the receiver side. The
precoded transmit signal vector x̃k is calculated by

x̃k = ZQoS,k ·xk. (7-4)

The choice of the precoder coefficients has to allow all users n to achieve their data rate goals.
As already presented in Sec. 4.2.3, each precoded transmit signal can be expressed as

x̃(m)
k =z̄m

QoS,k · x̄
m
k (7-5)

=H(m,m)
k ·

 H(m,m)
k [Hk]row m, cols Nm

QoS,k

[Hk]rows Nm
QoS,k, col m [Hk]rows Nm

QoS,k, cols Nm
QoS,k

−1

· [Itm,k+1]
T
col m · x̄m

k

where x̄m
k is the reduced transmit signal vector of length tm,k, Itm,k+1 is the (tm,k+1)×(tm,k+1)

identity matrix and z̄m
QoS,k is the vector of user m’s non-zero elements of ZQoS,k.

The first step in the procedure is to calculate the difference between the initial data rate R(I)
n ,

which is achieved without any crosstalk precoding, and the targeted data rate R(T )
n . The initial

data rate is given by

R(I)
n = fS ·∑

k
log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k

∑
m,m 6=n

∣∣∣H(n,m)
k

∣∣∣2 ·Pm
k +σ

2

 (7-6)

with SNR gap Γ and the power of the transmit signal Pn
k of user n. The users who have not

yet achieved their data rate targets are obtained as they need to precode for crosstalk to reach
their desired data rates.

The procedure only partially avoids crosstalk. The set of considered crosstalkers Mn
QoS,k

is successively selected by a selection algorithm that takes into account the data rate
requirements. Analogous as presented in Sec. 4.2.3, the set of receivers user m does not
want to interfere on tone k, is determined out of the set Mn

QoS,k of disturbers who have to be
canceled by

Nm
QoS,k = {n : m ∈Mn

QoS,k}, ∀m,k. (7-7)
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7.1.3 SUCCESSIVE CROSSTALK SELECTION ALGORITHMS

In this section, the newly developed selection algorithms are presented. They can be applied
in upstream and in downstream. For a binder with data rate requirements for all users, they
distribute a limited computational complexity Crun amongst the lines. The complexity limit
Crun can range from Crun = 0 for no cancellation to Crun = N (users) ·(N−1) (crosstalkers) ·
Ku (tones) for full cancellation on all lines. Ku is the number of used tones. It equals KUS for
upstream transmission and KDS for downstream transmission. When Crun = 1 one crosstalker-
tone pair can be canceled. In both stream directions, the goal for the proposed selection
algorithms is to optimally use the given computational resources to first fulfill the desired
data rates for all users at a minimum computational cost and then apply the remaining
computational resources so that binder capacity is maximized.

Conventional selection algorithms such as those proposed in [CMG+04, CGMA04], pursue
capacity maximization based on a predefined computational complexity limit for each user.
In contrary, the successive crosstalk selection algorithms proposed in this section only have
an overall complexity limit and strive to fulfill the different data rate requirements of the
individual lines by distributing the available complexity amongst users. There is no given
complexity limit for each single user, except full cancellation. The amount of computational
complexity spent on each user is successively increased until the users reach their target data
rates or the total available complexity is used up. Only when all users achieved their required
data rates and there is still complexity to be spent, they focus on maximization of binder
capacity.

The proposed algorithms work iteratively over all users. As only a predefined small fraction
of the total computational complexity is given to each user in every iteration, they limit
privileging of certain users during allocation of the computational resources.

In the following sections, three different successive crosstalk selection procedures are
suggested. Comparable to the conventional solutions they exploit space and/or frequency
selectivity by selection of the crosstalkers, the tones or the crosstalker-tone pairs which
are canceled. Successive Line Selection (S-LS), Successive Tone Selection (S-TS) and
Successive Joint Tone-Line Selection (S-JTLS) are described in more detail in Sec. 7.1.3.1,
7.1.3.2 and 7.1.3.3.
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Figure 7.2: Example result of S-LS

7.1.3.1 Successive Line Selection

For each user, S-LS decides on the crosstalkers who need to be canceled in the user’s
cancellation procedure to fulfill his data rate requirement. S-LS cancels a constant number
of interferers on each user’s tones, but to satisfy the data rate requirements of all lines the
number of canceled interferers can vary from one line to the other. This is shown for an easy
example in Fig. 7.2, in which the colored squares indicate a canceled line. For a binder with
four users and two tones, S-LS cancels one crosstalker per tone for user 1, two crosstalkers
per tone for user 2, three crosstalkers per tone for user 3 and two crosstalkers per tone for
user 4.

For a given complexity limit Crun, S-LS is able to cancel

cmax =

⌊
Crun

Ku

⌋
(7-8)

lines for each tone in the entire binder. It distributes the complexity to the users, so that the
needed complexity to fulfill all data rate requirements is the sum of canceled crosstalkers per
line multiplied by the number of tones Ku.

The pseudo code for successive line selection is given in Algorithm 2 and is explained in
the following. To determine the strongest interferers of each user n on each tone k, the
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Init: Sort crosstalkers mn,k(i), ∀i,k in descending order for all users n with R(I)
n < R(T )

n .

R(C)
n,LS(0) = R(I)

n , ∀n, cn = 0, ∀n

while (∑
n

cn < cmax and R(T )
n > R(C)

n,LS, for at least one user n) do

for n = 1 . . .N do
if R(T )

n > R(C)
n,LS(cn) then

cn← cn +1
if ∑

n
cn ≤ cmax and cn ≤ (N−1) then

Calculate R(C)
n,LS(cn)

end
else

cn← cn−1
Exit while loop.

end
end

end
end

if (∑
n

cn < cmax) then

∆c = cmax−∑
n

cn.

Sort all remaining crosstalkers mn,k for all users on all tones based on their signal
strength in a descending order.
Increase cn of the users with the strongest crosstalkers until ∆c = 0.

end
Algorithm 2: Successive line selection

crosstalkers mn,k are sorted in descending order based on their signal strength:

{mn,k(1), . . . ,mn,k(N−1)}

subject to :
∣∣∣H(n,mn,k(i))

k

∣∣∣2 ·Pmn,k(i)
k ≥

∣∣∣H(n,mn,k(i+1))
k

∣∣∣2 ·Pmn,k(i+1)
k , ∀i

mn,k(i) 6= n, ∀i. (7-9)

mn,k(i) denotes the ith largest crosstalker of user n on tone k. For S-LS, cn equals the number
of crosstalkers that can currently be canceled for user n on all tones. Based on the sorted set
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of crosstalkers {mn,k(1), . . . ,mn,k(N−1)}, the number of crosstalkers cn canceled for every
tone of user n is increased by one in each iteration. Starting with cn = 0, it is distributed to
the users who did not yet achieve their data rate goals until either all of them reached their
data rate requirements or the computational complexity Crun is used up.

After each increase of cn, the achievement of data rate requirements is checked for the
currently selected crosstalkers by calculating the current data rate R(C)

n,LS(cn) for each user.
In [RDR09, DMR12] we proposed to calculate the current data rate by exact calculation of
SINRn

k , which is the Signal-to-Interference and Noise Ratio (SINR) for user n on tone k. This
involves matrix inversion, which is well known to be very complex in computation. As the
current data rate has to be calculated in every iteration, we proposed in [DMR12] to apply
an approximation for SINRn

k instead, in order to reduce the initialization complexity of the
algorithm. With the approximated SINRn

k the current data rate is given by

R(C)
n,LS(cn) = fS ·∑

k
log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k

N−1

∑
i=cn+1

∣∣∣H(n,mn,k(i))
k

∣∣∣2 ·Pmn,k(i)
k +σ

2

 . (7-10)

Equation 7-10 considers the crosstalkers that are not canceled in the denominator. To obtain
whether data rate goals were reached or not, R(C)

n,LS(cn) is compared to the data rate target R(T )
n .

When all users achieved their data rate requirement or the complexity limit Crun is reached,
the algorithm exits the loop. The remaining complexity is given to the users which have the
strongest not canceled interferers to best utilize the left-over complexity.

When S-LS was run, the selected set for cancellation for each user n is

Mn,LS
QoS,k = {mn,k(1), . . . ,mn,k(cn)}, (7-11)

with the user-specific number of canceled crosstalkers cn.

7.1.3.2 Successive Tone Selection

S-TS exploits frequency selectivity and thus allows each user to perform full crosstalk
cancellation on a certain number of tones. The amount of fully canceled tones can be
different from one line to the other, depending on the data rate requirement of that user. This
is illustrated in Fig. 7.3 for an easy example, in which canceled crosstalkers are indicated
by a colored square. For four lines and two tones, S-TS allows user 1 and user 3 to fully
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Figure 7.3: Example result of S-TS

cancel two tones. User 2 can perform full cancellation on one tone. For user 4 no crosstalk is
canceled.

For a given complexity limit Crun, S-TS can maximally do a full cancellation for

tmax =

⌊
Crun

N−1

⌋
(7-12)

tones in the entire binder. It distributes the available tones for cancellation to the different
users based on their data rate requirements, so that the needed run-time complexity of the
binder is given by the sum of canceled tones tn for each user multiplied by (N−1).

The pseudo code for S-TS is given in Algorithm 3. The algorithm starts with calculating
the bit gain of full cancellation for all users n on all tones k. The bit gain gT S

n,k is calculated
by

gT S
n,k = log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k

σ2

− log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k

∑
n,n6=m

∣∣∣H(n,m)
k

∣∣∣2 ·Pm
k +σ2

 . (7-13)

It is given by the number of transmitted bits for full cancellation minus the number of
transmitted bits in case of no cancellation. Based on their bit gain, the tones are sorted
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Init: Calculate bit gains gT S
n,k, ∀k for each user n.

Sort gT S
n,k in descending order for each n.

R(C)
n,T S = R(I)

n , j = 0, tn = 0, ∀n

while (∑
n

tn < tmax and R(T )
n > R(C)

n,T S , for at least one user n) do

j← j+1
for n = 1 . . .N do

if R(T )
n > R(C)

n,T S(tn) then
Increase tn: tn←

⌊
j·∆

(N−1)

⌋
if ∑

n
tn ≤ tmax and tn ≤ Ku then

Calculate R(C)
n,T S(tn)

end
else

tn←
⌊
( j−1)·∆
(N−1)

⌋
end

end
end

end

if (∑
n

tn < tmax) then

∆t = tmax−∑
n

tn.

Sort gT S
n,k of all uncanceled tones of all users in descending order.

Increase tn of the users with the highest gains until ∆t = 0.

end
Algorithm 3: Successive tone selection

decreasingly:

{kn(1), . . . ,kn(Ku)}
subject to : gT S

n,kn(i) ≥ gT S
n,kn(i+1), ∀i

kn(i) denotes the tone with the ith largest bit gain for user n.

In the next steps, the tones which should be fully canceled are successively selected. Until
the data rate targets are fulfilled, Crun is reached or all tones of user n are considered in the



72 7. Data Rate Constraints in DSL Access Networks

cancellation procedure, the number of fully canceled tones tn increases. Starting at zero, it is
enhanced to

tn =
⌊

j ·∆
N−1

⌋
(7-14)

in every iteration of the outer loop in Algorithm 3. It depends on running index j and the
complexity parameter ∆, which can be varied and defines the amount of complexity increase
in every loop iteration. After each iteration the currently available data rate R(C)

n,T S is calculated
by

R(C)
n,T S(tn) = fS ·

tn

∑
i=1

log2

1+
1
Γ
·

∣∣∣H(n,n)
kn(i)

∣∣∣2 ·Pn
kn(i)

σ
2



+ fS ·
Ku

∑
i=tn+1

log2

1+
1
Γ
·

∣∣∣H(n,n)
kn(i)

∣∣∣2 ·Pn
kn(i)

∑
n,n6=m

∣∣∣H(n,mn,kn(i))

k

∣∣∣2 ·Pm
kn(i)+σ

2

 (7-15)

and compared to the data rate targets of the users. Again, SINRn
k is approximated and not

exactly calculated to reduce computational complexity. When the algorithm left the while-
loop, the remaining complexity is distributed to the users with highest gains.

The selected set Mn,T S
Qos,k of tones to be fully canceled is then given by

Mn,T S
QoS,k =

{
{mn,k|m = 1, . . . ,N∧m 6= n, k ∈ {kn(1), . . . ,kn(tn)}
∅, otherwise

(7-16)

for user n on tone k.

7.1.3.3 Successive Joint Tone-Line Selection

To exploit spatial as well as frequency selectivity, S-JTLS builds crosstalker-tone pairs for
each user which can be selected for the cancellation procedure. The crosstalker-tone pairs
are denoted as dn(i) = (mn(i),kn(i)). mn(i) represents the crosstalker and kn(i) the tone
belonging to the ith crosstalker-tone pair of user n. The number of pairs canceled for a user,
depends on his data rate requirements and can therefore vary from one line to the other.
This is shown in Fig. 7.4 for a scenario with four lines and two tones, where a canceled
crosstalker-tone pair is indicated by a colored square. S-JTLS allows user 1 to cancel two
crosstalker-tone pairs. For user 2 five crosstalker-tone pairs are selected. User 3 can cancel
six and user 4 can cancel three pairs.
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Figure 7.4: Example result of S-JTLS

For a given complexity limit Crun, S-JTLS can cancel

pmax =Crun (7-17)

crosstalker-tone pairs in the binder. Depending on the data rate requirements, it distributes
the available number of pairs which can be canceled to the different users, so that the total
needed complexity of the binder is the sum of pairs pn canceled for each user n.

The pseudo code for S-JTLS is given in Algorithm 4. It starts with calculating the capacity
gain of each pair and sorting the pairs according to their gains, in order to estimate the
performance gains achievable by canceling a certain crosstalker on a certain tone. Using
again an approximation for SINRn

k , the capacity gain is calculated by

gJT LS
n (m,k) = log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k

σ2

− log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k∣∣∣H(n,m)

k

∣∣∣2 ·Pm
k +σ2

 (7-18)

with n 6= m. gJT LS
n (m,k) is the gain of user n when canceling crosstalker m on tone k. The

sorted set of crosstalker-tone pairs is given by

{dn(1), . . . ,dn((N−1) ·Ku)}
subject to : gJT LS

n (dn(i))≥ gJT LS
n (dn(i+1)), ∀i. (7-19)
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Init: Calculate gJT LS
n (m,k), ∀m,k for each user n.

Sort gJT LS
n (m,k) in descending order for each n.

R(C)
n,JT LS = R(I)

n , j = 0, pn = 0, ∀n

while (∑
n

pn < pmax and R(T )
n > R(C)

n,JT LS , for at least one user n) do

j← j+1
for n = 1 . . .N do

if R(T )
n > R(C)

n (pn) then
Increase pn: pn← j ·∆
if ∑

n
pn ≤ pmax and pn ≤ (N−1) ·Ku then

Calculate R(C)
n,JT LS(pn)

end
else

pn← ( j−1) ·∆
end

end
end

end

if (∑
n

pn < pmax) then

∆p = pmax−∑
n

pn.

Sort gJT LS
n (m,k) of all uncanceled crosstalker-tone pairs of all users in descending order.

Increase pn of the users with the highest gains until ∆p = 0.

end
Algorithm 4: Successive joint tone-line selection

dn(i) indicates user n’s pair with the ith largest gain. In the following, the pairs pn which
should be considered in the cancellation procedure to fulfill the data rate requirements are
successively selected. As long as there is computational complexity available, not all users
achieved their desired data rates and cancellation is not performed fully, pn is increased. In
every iteration of the while-loop in Algorithm 4, pn is raised to

pn = j ·∆ (7-20)

by complexity factor ∆. The selection of canceled pairs is done based on the sorted gains
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gJT LS
n (m,k).

After each complexity increase, fulfillment of data rate requirements is checked by calculating
the current data rate R(C)

n,JT LS and comparing it to the target data rate R(T )
n . For S-JTLS, the

current data rate R(C)
n,JT LS is calculated by

R(C)
n,JT LS(pn) = fS ·∑

k
log2

1+
1
Γ
·

∣∣∣H(n,n)
k

∣∣∣2 ·Pn
k

∑
m/∈Mn,JT LS

QoS,k

∣∣∣H(n,m)
k

∣∣∣2 ·Pm
k +σ

2

 . (7-21)

When the algorithm exits the while-loop, the remaining complexity is given to the crosstalker-
tone pairs with the highest gains, to maximally profit from the residual resources.

The outcome of S-JTLS is the selected set of crosstalkers Mn
QoS,k for each user n on each

tone k. It is given by

Mn,JT LS
QoS,k = {m|(m,k) ∈ {dn(1), . . . ,dn(pn)}}. (7-22)

7.1.4 COMPUTATIONAL COMPLEXITY ANALYSIS

The goal of the successive selection algorithms is to keep the needed run-time complexity
for data rate fulfillment as low as possible. In this thesis, it is always limited to a certain
amount Crun for the whole binder. The run-time complexity of crosstalk cancellation is the
computational complexity spent for the additional signal processing during transmission. It is
continuously needed, as crosstalk cancellation is performed for each single symbol. In order
to save cost, it is desirable to minimize it while achieving an acceptable performance.

The DSL channel can vary slowly over time which can result in a change of crosstalker
strength. The canceler and precoder have to be adapted to the channel changes and therefore
the initialization complexity Cinit also needs to be analyzed. It is the complexity needed to find
the selected set of canceled crosstalkers Mn

QoS,k before transmission. To limit computation
time and cost, it is desirable to keep this complexity low. At the same time it needs to be
high enough to allow the selection procedure to find a set of crosstalkers which leads to the
desired performance. Nevertheless, the procedure has to be repeated at a low frequency and
computation time is not overly critical.

In this section, the initialization complexity for S-LS, S-TS and S-JTLS is analyzed. As
explained in the last section, all proposed selection algorithms are successive, which makes
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Table 7.1: Required initialization complexity

a) Sorting of disturbers and calculation of initial data rate
Multiplications Sort operations Capacities

S-LS N ·Ku · (N−1) N ·Ku · (N−1)− sized N ·Ku

S-TS N ·Ku · [(N−1)+5] N ·Ku− sized N ·Ku

S-JTLS N ·3Ku ·N N ·Ku · (N−1)− sized N ·Ku

b) Fulfillment of data rate targets
Capacities per user n and iteration (upper bound)

S-LS Ku

S-TS Ku

S-JTLS Ku

c) Distribution of remaining complexity
Sort operations

S-LS [N ·Ku · (N−1)−∑
n

cn ·Ku]− sized

S-TS [N ·Ku−∑
n

tn]− sized

S-JTLS [N ·Ku · (N−1)−∑
n

pn]− sized

the initialization complexity dependent on the number of iterations the algorithm executes.
Additionally, the initialization complexity spent within each iteration and the initialization
complexity needed to distribute the remaining complexity after achievement of desired data
rates inherit a dependency on chosen data rate targets and available run-time complexity.

Thus, only a rough estimation of required initialization complexity can be given in this
section. Upper worst-case limits are provided and the number of iterations is kept as a
parameter. Solely the most complex operations (multiplications, sort operations) are taken
into account. The needed capacity calculations are obtained, which include one log operation,
one multiplication and one division.

The three developed algorithms S-LS, S-TS and S-JTLS can generally be separated into
three parts. In the first part at the beginning of the algorithms, the crosstalkers, tones or
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crosstalker-tone pairs are sorted based on their strength or gain and the initial data rate is
calculated. Table 7.1 a) compares the needed initialization complexities all algorithms require
for sorting of disturbers and calculation of the initial data rate. A worst case assumption
is made as all users are taken into account. In practice, when there are users who are able
to achieve their data rate requirements without any further signal processing, no sorting is
necessary.

The second part of all algorithms is the while-loop. The number of executed operations
depends on the number of iterations of the loop. The most complex operation in this part is
the calculation of the current data rate. Table 7.1 b) shows the initialization complexity needed
for this calculation for the three algorithms per iteration and user. It is only a worst-case
estimation as generally, the current data rates will not need to be calculated for all users in
each single iteration.

In the last part of S-LS, S-TS and S-JTLS, the remaining run-time complexity is spent on
the uncanceled disturbers with the highest strength or gains. This requires sorting of all
remaining crosstalkers, tones or crosstalker-tone pairs.

The needed initialization complexity given in Table 7.1 c) depends on the amount of crosstalk-
ers, tones or crosstalker-tone pairs already considered in the cancellation procedure.

7.1.5 PERFORMANCE

This section analyzes the performance of partial crosstalk cancellation using the newly
developed successive selection algorithms S-LS, S-TS and S-JTLS. Analysis is done
for a frequency-, as well as space-selective transmission scenario presented in Sec.
7.1.5.2. The algorithms are compared to a conventional selection algorithm, described
in [CMA+03, CMG+04]. Comparison is done for different amounts of relative available run-
time complexity C′run. The relative run-time complexity is the relation of available run-time
complexity Crun to the computational complexity needed for a full cancellation given by
N · (N−1) ·Ku. The simulation parameters are given in Sec. 7.1.5.1. Upstream results are
shown in Sec. 7.1.5.3 and downstream results in Sec. 7.1.5.4.

7.1.5.1 Simulation Parameters

The simulation parameters are given in Table 7.2. No coding (i.e. a coding gain of 0 dB) is
assumed. A symbol error probability of 10−7 is targeted. Perfect synchronization is presumed.
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Table 7.2: Simulation parameters

Parameter Value
Bandwidth B 17.664 MHz

Number of US DMT tones KUS 1147

Number of DS DMT tones KDS 2885

Tone width ∆ f 4.3125 kHz

Coding gain γc 0 dB

Noise margin γm 6 dB

Target symbol error rate < 10−7

Transmit signal PSD -60 dBm/Hz

Background noise PSD -140 dBm/Hz

Band plan 998ADE17

Shannon gap Γ(Pe) 9.8 dB

Complexity parameter ∆ 1147 in US

2885 in DS

The channel model employed for the generation of the crosstalk channel coefficients is the
beta model presented in Sec. 3.3. It considers the geometry of the binder.

According to the VDSL2 standard [Sta11] the tone spacing ∆ f is 4.3125 kHz. In practical
systems the DMT symbol rate is fS = 4kHz. In these simulations the cyclic prefix is neglected,
so that the achievable rates in practical systems are a little bit lower.

The Shannon gap Γ(Pe) is given as 9.8 dB, together with a noise margin γm of 6 dB. According
to Eq. 2-6 in Sec. 2.2.2, the SNR gap Γ results in 15.8 dB. Based on band plan FDD
998ADE17 [Sta11], FDD is used in the system. The frequency limits of the upstream and
downstream bands are given in Table 7.3(a) and Table 7.3(b). All VDSL system standards

Table 7.3: Frequency bands

(a) Upstream frequency bands

Upstream band Frequency [kHz]
US1 3750-5200

US2 8500-12000

(b) Downstream frequency bands

Downstream band Frequency [kHz]
DS1 276-3750

DS2 5200-8500

DS3 12000-17664



7.1 Partial Crosstalk Cancellation 79

assume that modems transmit with a spectral mask of -60 dBm/Hz. Therefore all modems
transmit at this power level. Besides FEXT, the considered noise source is AWGN on each
tone. Access to all line cards is assumed. The number of users is defined to be N = 10. The
line diameter of each twisted pair is 0.4 mm (TP1).

7.1.5.2 Transmission Scenario and Definition of Data Rate Constraints

To analyze the performance of the different algorithms, a Distributed Line Length (DLL)
scenario is considered which is schematically depicted in Figure 7.5. It presents a typical
DSL transmission scenario as users generally have varying distances to the CO. Normally,
a binder contains 20 to 100 twisted pairs. For a quantitative analysis, a lower number of
twisted pairs can be chosen. The number of lines in the binder is defined to be N = 10,
leading to 9 interfering lines for each user. The users are located at a distance from 0.3 km
to 1.0 km to the CO with a linear increase of 0.0778 km from one line to the adjacent one.
The transmission channels all users are facing are frequency- and space-selective both in
upstream and downstream. Due to the varying lengths, the direct channel transfer function
and the crosstalk channel transfer functions are different from line to line. All crosstalk
channels are in addition influenced by the binder geometry which is considered in the applied
crosstalk channel model (see Sec. 3.3). More information on the transmission properties on
the different lines in the binder can be found in Appendix B.

Figure 7.5: Distributed line length scenario

To analyze the scenario in terms of minimum and maximum possible data rates on the lines,
the achievable upstream and downstream data rates for no and full crosstalk cancellation are
given in Table 7.4. When no crosstalk is reduced in upstream, the lowest data rate is achieved
by line 10. It is close to 0 Mbit/s. The highest data rate is achieved by user 1 with 55 Mbit/s.
The data rates naturally decrease with line length due to larger attenuation. Nevertheless, line
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Table 7.4: Upstream and downstream data rates in Mbit/s

US data rates
line n 1 2 3 4 5 6 7 8 9 10

No XT canc. 55 43 28 28 15 1 3 4 4 0

Full XT canc. 73 66 59 52 44 36 28 21 14 10

DS data rates
line n 1 2 3 4 5 6 7 8 9 10

No XT canc. 46 80 66 68 73 55 51 56 48 44

Full XT canc. 176 162 145 128 110 92 75 64 56 50

6 experiences a very low data rate as the binder geometry also influences the transmission
channel. For full crosstalk cancellation, the data rates decrease from line 1 with 73 Mbit/s to
line 10 with 10 Mbit/s. When all crosstalk is present in downstream, the highest achieved
data rate is present on line 2 with 80 Mbit/s. The lowest achieved rate is 44 Mbit/s for line 10.
Though being the shortest line, line 1 must have bad channel conditions due to interferences
from other lines, as the achievable data rate is just 46 Mbit/s. For full crosstalk cancellation
the data rates decrease from line 1 with 176 Mbit/s to line 10 with 50 Mbit/s.

The lines of the DLL scenario are divided into three groups of three, four and three lines,
which have near (line 1-3), middle (line 4-7) and far (line 8-10) range because the achievable
data rates decrease with line length when no crosstalk influences the transmission. To analyze
and challenge the algorithms, data rate targets are chosen in a way that always some users
initially achieve their target data rates and others need to come close to crosstalk-free
transmission. In upstream the defined data rate targets for these three groups are [55;25;5]
Mbit/s as a high data rate target and [40;20;5] Mbit/s as a low data rate target. In downstream
they are [140;75;45] Mbit/s and [125;65;45] Mbit/s respectively. All data rate targets are
shown together with the maximum and minimum possible data rates on the lines in Fig. 7.6
and Fig. 7.7. The high data rate targets are illustrated as dashed lines. The low data rate
targets are drawn as solid lines.
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Figure 7.6: DLL scenario: US data rates
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Figure 7.7: DLL scenario: DS data rates

7.1.5.3 Upstream Results

In this section, all successive selection algorithms are compared to each other and to
a conventional selection algorithm in upstream. The comparison criterion between all
algorithms will strictly be the percentage of users with achieved data rate target. The
percentage of users with achieved data rate requirement is given as the number of users that
have already fulfilled their target data rate over the total number of users N in percent. It is
calculated and shown for all available run-time complexity values.

In upstream, partial crosstalk cancellation is performed on the receiver side. In the DLL
scenario, all lines have different distances to the receivers. This leads to varying coupling
lengths among lines and affects performance due to near-far effects. All users have different
direct channels and the crosstalk channels differ due to binder geometry and varying coupling
length.

7.1.5.3.1 Required Run-Time Complexity

Figure 7.8 and Fig. 7.9 show the percentage of users who achieved their target data
rate depending on the available run-time complexity for high and low data rate targets.
Partial crosstalk cancellation using S-LS, S-TS and S-JTLS is compared to application
of conventional Simplified Joint Tone-Line Selection (JTLS), which is known to achieve
near-optimum data rates in terms of capacity optimum of the binder. All four selection
algorithms are able to fulfill the data rate targets, but all successive algorithms show better
performance than the conventional algorithm. Figure 7.8 shows that for the high data rate
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Figure 7.8: Comparison of needed complex-
ity for high data rate target
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Figure 7.9: Comparison of needed complex-
ity for low data rate target

target S-JTLS and S-LS only need 25% run-time complexity to allow all users to reach their
data rate goals, where S-TS needs 40%. JTLS has worst performance with requiring 50%
complexity for fulfillment of data rate requirements. One might recognize in Fig. 7.8, that for
5% complexity JTLS is able to satisfy 40% of the users and all successive algorithms only
satisfy 20%. This can be explained by the ways the two algorithms distribute the available
complexity. JTLS allocates each user the same amount of complexity. S-JTLS, S-LS and
S-TS allocate larger portions of complexity to a single user and solely favour some lines
when only 5% run-time complexity is available. In case of low data rate requirements (see
Fig. 7.9), results are only slightly different. S-JTLS shows best performance with requiring
15% run-time complexity, where S-TS uses 30% and S-LS needs 20%. JTLS shows worst
performance, as it needs 40% complexity to achieve all users’ data rate targets.

To analyze how S-JTLS outperforms the other algorithms, Fig. 7.10 and Fig. 7.11 show
the achievable rates on all lines for C′run = 25% and C′run = 15% respectively. When these
run-time complexities are available S-JTLS allows all users to achieve their target data rates.
For the high data rate target (see Fig. 7.10), S-JTLS and S-LS fulfill the data rate goals on all
lines. It can be seen that S-JTLS nevertheless achieves higher data rates than S-LS for 25%
run-time complexity, as it exceeds the target data rates more than S-LS does. S-TS and JTLS
both do not reach the target data rates on all lines. JTLS exceeds the goal rates a lot for users
1, 4 and 8, but is far away for lines 3 and 7. In total, three lines are not able to fulfill their
data rate goals for JTLS and a run-time complexity of 25%. S-TS does not much exceed the
data rate goals for the lines that achieved their data rate requirement, but line 3, 6, 7 and 8
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Figure 7.10: Upstream data rate comparison for C′run = 25% and high data rate target

are below the goal rate for a run-time complexity of 25%. The data rate achieved by line 3
in Fig. 7.10 is much smaller than the data rate target. For the low data rate target (see Fig.
7.11), only S-JTLS is able to fulfill all data rate goals at a run-time complexity of 15%. For
line 1 and 6 it massively exceeds the data rate target, which is because S-JTLS distributes
the remaining complexity to the lines with the highest gains after the data rate targets are
fulfilled. For S-LS only line 8 does not fulfill the data rate goal. Nevertheless, line 1 and 6
are well above the data rate requirement already. For S-TS, line 3, 6, 7 and 8 are not able to
fulfill their data rate goals. As visible in Fig. 7.11, JTLS again is well above the desired data
rates for many lines, but is far away from the desired data rate goals for line 6 and 7.

For both low and high data rate targets it can be seen that JTLS massively exceeds the
desired data rates although some other lines are not even close to fulfilling their data rate
requirements. The proposed successive algorithms are generally closer to the desired data
rates for the observed run-time complexities. As a result, the successive selection algorithms
lead to a lower required run-time complexity, compared to the conventional algorithm in
comparison.

In the simulations of S-LS, S-TS and S-JTLS the number of loop iterations required in the
algorithms to reach all data rate goals was counted. As explained in Sec. 7.1.4 that number
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Figure 7.11: Upstream data rate comparison for C′run = 15% and low data rate target

depends on the chosen scenario, the chosen target data rates and it also varies with the
available run-time complexity. For both the high and the low data rate target, the maximum
number of needed iterations was 10.

7.1.5.3.2 Run-Time Complexity per Line for Target Data Rate Fulfillment

In this paragraph, the complexity allocation to the different lines is analyzed when all
lines achieved their high data rate targets. The minimum needed run-time complexity to
satisfy all users is considered here as all successive algorithms distribute the resources which
are not needed for target data rate fulfillment to the users with the highest gains. Nevertheless,
there can be some complexity spent on the users with the highest gains, as the available
complexity can be a bit higher than the one required to reach each user’s data rate goal.
In Fig. 7.12 the data rates of S-LS, S-TS, S-JTLS and JTLS are observed for C′run equal
to 25%, 40%, 25% and 50% respectively and compared to the achievable rates for no and
full crosstalk cancellation. In addition, the tables show the percentage of absolute run-time
complexity given to the individual lines. Figure 7.12 illustrates how the available complexity
is distributed to the users for the chosen run-time complexities. In this case, all users achieved
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Figure 7.12: Achieved data rates and percentage of run-time complexity distributed to the lines
when all users achieved their target data rates

their data rate targets and exceeded them sometimes as shown by the bar plots. From
the tables it can be seen, that all successive selection algorithms distributed the available
complexity effectively, where JTLS gives the same amount of run-time complexity to all
lines. User 4, who had sufficient data rate from the beginning is not allocated any run-time
complexity for S-TS. S-LS and S-JTLS allocate 4.5% and 6.7% of run-time complexity to
that user. They allocate remaining complexity to the users with the highest gains. User 1,
which also initially reached his desired data rate, just gets no (S-LS) or only small amounts
of run-time complexity below 1.5% (S-TS and S-JTLS). Line 3 and 7 together get nearly
50% of the total available complexity in all successive algorithms. Their target data rates are
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very close to the reachable data rate with full crosstalk cancellation, which indicates that
many crosstalkers need to be canceled to fulfill the target data rates.

Fig. 7.13 exemplarily shows the receive PSDs for the upstream bands of user 3 and user 10.
User 3 indeed has several crosstalkers of comparable strength, which requires a lot of them
to be canceled to achieve near crosstalk-free performance. Line 10 also has a high data rate
target and is strongly interfered. However, the right plot in Fig.7.13 illustrates that user 10
has a few very strong crosstalkers. Canceling them results in a big increase of data rate. This
explains that user 10 requires only a modest amount of run-time complexity to achieve his
data rate goal in comparison to line 3.
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Figure 7.13: Direct channel (solid) and crosstalk channel (dashed) PSDs for line 3 and line 10

Table 7.5 compares the absolute amount of computational resources given to the users in the
binder by the different selection algorithms when all achieved target fulfillment. For each
selection algorithm it presents the number of crosstalker-tone pairs canceled per line. When
the absolute amount of complexity resources given to a line is 1, it means that 1 crosstalker
is canceled on 1 tone.

Table 7.5 again shows the advantage of the successive algorithms over the conventional
selection algorithm. JTLS allocates the same amount of computational resources to each
line. 5161 crosstalker-tone pairs are canceled for each line to fulfill all data rate targets.
The successive algorithms are able to shift the available complexity to the users with high
demands and spent the available run-time complexity only where it is needed. Since all
successive algorithms stop the assignment of computational resources to the user who has
already achieved a desired data rate, additional computational complexity can be shifted
to users that require a more demanding data rate. The result is then that they provide a
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higher number of users with achieved data rate targets for a reduced overall computational
complexity.

Table 7.5: Absolute run-time complexity spent per line to fulfill high data rate targets in US

line n 1 2 3 4 5 6 7 8 9 10

S-LS 0 2294 5735 1147 2294 3441 5735 1147 1147 2294

S-TS 360 5733 10323 0 4482 6921 8028 2016 1143 2286

S-JTLS 340 2294 5735 1729 2966 3441 5735 1273 1147 1147

JTLS 5161 5161 5161 5161 5161 5161 5161 5161 5161 5161

7.1.5.3.3 Achievable Data Rates

Fig. 7.14 shows the achieved data rates of all lines in the binder for a relative compu-
tational complexity from 0 to 100% for all successive algorithms and the high data rate
targets. S-LS achieves the desired data rate at 25% run-time complexity, S-TS requires 40%
and S-JTLS also 25% run-time complexity. In case of achieved data rate requirements for
all users, all successive algorithms distribute the remaining complexity among all lines,
depending on their gains. As can be seen in all figures, the available complexity was first
used to fulfill the data rate requirements of all users as the data rates of lines which achieved
their desired data rates remain stable until all received their data rate goals. For a complexity
larger than 25% for S-LS, 40% for S-TS and 25% for S-JTLS all users achieved their target
and the remaining complexity is given to the users which maximize the sum rate. This
shows that the focus of the successive algorithms is on data rate fulfillment and not on rate
maximization.
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Figure 7.14: Achievable upstream data rates depending on available run-time complexity for
S-LS, S-TS and S-JTLS
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7.1.5.4 Downstream Results

In this section, the simulation results for all successive selection algorithms in downstream
are presented. The performance of the algorithms is compared with each other and the
performance of JTLS, a conventional selection algorithm. The comparison criterion will
again be the percentage of users with achieved data rate target, which is the amount of users
that have already achieved their desired data rates divided by the total number of users N.
The number of satisfied users is calculated and shown for all available run-time complexity
values.

Downstream partial precoding is performed on the transmitter side. Though the transmitters
may have different distances to the receivers, the crosstalk coupling length is always the
same and near-far effects do not occur. Consequently, different algorithm performance than
in upstream is expected.

7.1.5.4.1 Required Run-Time Complexity

In Fig. 7.15 and Fig. 7.16 the percentage of users who achieved their data rate requirement
depending on the available run-time complexity can be observed for high and low data rate
targets. A comparison is made between conventional JTLS and the successive selection
algorithms S-LS, S-TS and S-JTLS. All four algorithms are able to fulfill the desired data
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Figure 7.15: Comparison of needed com-
plexity for high data rate target
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Figure 7.16: Comparison of needed com-
plexity for low data rate target

rate targets, but the successive algorithms achieve better performance than the conventional
algorithm. For the high data rate target (see Fig. 7.15), S-TS and S-JTLS require 65% of
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run-time complexity to fullfill all data rate requirements, where S-LS needs 75% and JTLS
even requires 85%. Like in upstream, for 5% run-time complexity JTLS is able to satisfy
more users than the successive algorithms. It satisfies 50% of the users, where S-JTLS
and S-TS satisfy 40% and only 30% reach their data rate goals with S-LS. The reason for
that can be found in the way, the algorithms distribute the available complexity resources.
JTLS allocates each user the same amount of complexity. S-LS, S-TS and S-JTLS allocate
defined portions of complexity to the users in every loop iteration. When only 5% run-time
complexity is available not every line is allocated one of these portions.

In Fig. 7.16 for low data rate demands, the results look different from the results for high
data rate demands. S-JTLS performs much better. It shows best performance with requiring
only 25% of run-time complexity. S-LS and S-TS require double the run-time complexity
with 50%. JTLS even needs 70% complexity to achieve all target data rates. In summary, it
can be stated that for both low and high data rate targets the proposed successive selection
algorithms require a lower run-time complexity than the conventional algorithm to fufill their
data rate demands.
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Figure 7.17: Downstream data rate comparison for C′run = 65% and high data rate target

Fig. 7.17 shows the achievable data rates on each line for the high data rate targets and for a
run-time complexity of 65% at which S-JTLS is able to satisfy all users. S-TS and S-JTLS
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both allow all users to fulfill their data rate goals. It is notable that they massively exceed
the desired data rates. A lot of complexity must be spent on the lines achieving the highest
gains to maximize the binder capacity at the end of the algorithms. For S-LS the situation is
comparable for all lines except line 7. For C′run = 65%, it slightly misses the target data rate
for that user. Non-successive JTLS delivers data rates much higher than the desired data rate
goals except for line 1, 2 and 3. The users belonging to these lines are not able to reach their
data rate goals.

1 2 3 4 5 6 7 8 9 10
0

20

40

60

80

100

120

140

160

180

D
at

a 
ra

te
 [M

bi
t/s

]

Line index n

 

 
JTLS
S−LS
S−TS
S−JTLS
Low Data Rate Target

Figure 7.18: Downstream data rate comparison for C′run = 25% and low data rate target

Figure 7.18 shows the achievable data rates for low data rate demands. The chosen run-time
complexity is 25%. At this run-time complexity only S-JTLS is able to fulfill all data rate
targets. S-LS does not reach the rate goals of users 1, 3 and 7. The achieved data rates of
users 2, 5 and 8 are well above the desired data rate. For S-TS, the data rate of line 1 is
35 Mbit/s above the target. On the other hand users 3, 6 and 7 do not achieve their rate goals.
JTLS shows worst performance with being far from the desired data rates for lines 1, 2 and 3,
but high above the data rate goal for all other lines.

It can be stated, that for both high and low data rate target the successive selection algorithms
outperform the conventional solution in terms of required run-time complexity to achieve
the data rate requirements. For the high data rate demand at a complexity of 65%, they
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deliver data rates well above the desired data rate, comparable to the behaviour of JTLS.
However, all lines equally are getting close to or higher than their goal data rate. JTLS leaves
some users behind in achieving their goals. For the low data rate targets and 25% run-time
complexity, the successive solutions generally deliver results closer to the data rate goals.
The total overshoot in data rate is much lower than for JTLS.

In downstream, the number of iterations required by the successive algorithms S-LS, S-TS
and S-JTLS to exit the loop for target fulfillment was counted. For the chosen scenario and
both the high and the low data rate target the maximum number of needed iterations was
10.

7.1.5.4.2 Run-time Complexity Per Line for Target Data Rate Fulfillment

This section analyzes the percentage of run-time complexity which is spent on the
lines in the binder when all users achieved their high or low data rate targets. The minimum
needed run-time complexity is observed, as all successive algorithms distribute the resources
which are not needed to reach the data rate requirements to the users with the highest gains.
Therefore, the performance of S-LS, S-TS, S-JTLS and JTLS is observed for 50%, 50%,
25% and 70% run-time complexity for the low data rate targets and at 75%, 65%, 65% and
85% run-time complexity of the high data rate targets.

Figure 7.19 shows how the available complexity is distributed to the users in the binder for
low data rate demand. In the tables of Fig. 7.19 it can be seen that all successive selection
algorithms distribute the available run-time complexity in an effective way compared to
JTLS. Joint tone-line selection distributes the same amount of complexity to all lines. For
the successive solutions the amount of run-time complexity given to the longer lines is
lower. The short lines are given a higher percentage of run-time complexity. For S-JTLS the
complexities are well-distributed amongst the lines in the binder as all lines hit their data rate
goals quite closely. No unnecessary run-time complexity is spent. S-LS and S-TS give a lot
of complexity to the short lines as these lines all achieve their maximum rates.

Table 7.6 shows the absolute run-time complexity available for the users in the binder to allow
them to achieve their desired data rates. The absolute run-time complexity is the number of
crosstalker-tone pairs available for cancellation. For full cancellation the interferences of
25965 = 9 (crosstalkers) ·2885 (tones) crosstalker-tone pairs would be eliminated. S-JTLS
shows the best performance as it needs the lowest amount of absolute run-time complexity.
For S-LS and S-TS it can be seen that they fully cancel the first three lines. A lot more
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Figure 7.19: Percentage of run-time complexity distributed to the lines in DS when all users
achieved their desired data rate for low data rate targets
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Table 7.6: Absolute run-time complexity spent per line to fulfill low data rate targets in DS

line n 1 2 3 4 5

S-LS 25965 25965 25965 11540 11540

S-TS 25965 25965 25965 18261 12258

S-JTLS 17310 17310 18752 0 0

JTLS 18175 18175 18175 18175 18175

6 7 8 9 10

14425 11540 0 0 2885

11286 7245 0 0 2880

2885 5770 0 0 2885

18175 18175 18175 18175 18175

complexity than actually needed for data rate fulfillment is spent on these lines. The same
result can be observed for line 4 and 5. For the short lines, S-LS, S-TS and S-JTLS show
comparable performance with spending no or only low amounts of complexity to those lines.
Joint tone-line selection equally distributes the available complexity amongst the lines in the
binder. A lot more complexity than needed is spent to users 4 and 5 and to all short lines.

Figure 7.20 shows the percentage of complexity spent on the users in the binder for high data
rate demands. As can be seen in the tables of Fig. 7.20, all successive selection algorithms
effectively distribute the available run-time complexity to the lines in the binder for data
rate fulfillment. In contrary, JTLS gives the same amount of run-time-complexity to every
line. For the successive solutions, the amount of run-time complexity given to the longer
lines is lower. The amount of run-time complexity given to the shorter lines is higher. Again
especially the short lines come close to the maximum rates when all data rate targets are
achieved as can be seen in the bar plots of Fig. 7.20.

Table 7.7 shows the number of crosstalker-tone pairs selected for cancellation by the four
selection algorithms to allow all users to achieve their desired data rates. All successive
algorithms give lower amounts of resources to the long lines compared to JTLS. However,
more complexity than actually needed for target data rate fulfillment is spent on the shortest
three lines as they are fully canceled. This indicates that all successive algorithms already
started distributing complexity resources to the users with the highest gains.
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Figure 7.20: Percentage of run-time complexity distributed to the lines in DS when all users
achieved their desired data rates for high data rate targets
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Table 7.7: Absolute run-time complexity spent per line to fulfill high data rate target in DS

line n 1 2 3 4 5

S-LS 25965 25965 25965 23080 25965

S-TS 25965 25965 25965 25965 18369

S-JTLS 25965 25965 25965 20442 23090

JTLS 22070 22070 22070 22070 22070

6 7 8 9 10

20195 20195 8655 11540 5770

14535 14139 6903 6786 4176

15521 11843 8390 6673 4918

22070 22070 22070 22070 22070

7.1.5.4.3 Achievable Data Rates

Figures 7.21 and 7.22 show the achieved data rates of all lines in the binder for a rel-
ative computational complexity from 0 to 100%. The performance of all successive
algorithms is analyzed. Figure 7.21 evaluates the achievable data rates for the low data rate
demands. S-LS achieves all desired data rates at 50% run-time complexity, but already at
30% run-time complexity all lines except one reached their target. Line 7 is slightly below its
desired rate. Although line 7 is still below its target, the algorithm assumes that all targets
are fulfilled and starts distributing complexity again to the lines which already fulfilled
their target. This is based upon the calculation of the current data rate in the algorithm. It is
based on an estimation of the SINR. The complexity is given to the users with the highest
gains, which explains that the short lines are favored. S-TS also requires 50% of run-time
complexity to reach all target data rates. It shows a comparable behavior to S-LS as it also
starts distributing resources to lines with achieved target at C′run = 30%. At that complexity
lines 3, 6 and 7 did not achieve their target rates, but are really close to it. S-JTLS also
requires 65% run-time complexity and shows comparable behavior to S-TS. S-JTLS does
not suffer from inaccuracies of current rate calculations. It only distributes resources to lines
with sufficient data rate after all lines achieved their targets.

Fig. 7.22 shows the achieved data rates of all lines in the binder for a high data rate demand.
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S-LS achieves the desired data rate at 75% run-time complexity, but already at 40% run-time
complexity all lines except one reached their target. Line 7 is only slightly below its desired
rate. What can especially be seen in the plot for the short lines is that the algorithm assumes
that all targets are fulfilled for C′run = 40% as the data rates increase for lines 1, 2 and 4
which already reached their data rate goal. Run-time complexity is spent on the lines with
the highest gains due to non-perfect estimation of the current data rate. S-TS requires 65%
of run-time complexity, but also at C′run = 40% the algorithm starts giving resources to the
lines with the highest gains, as the algorithm assumes all users fulfilled their target. For 40%
of complexity all except line 3 and 7 achieved their data rate goal. The data rates of line 3
and line 7 are close to the desired rate. Obviously, they do not have high gains, as line 3 gets
allocated the missing resources for target fulfillment at 50% run-time complexity and line
7 at 65% run-time complexity. S-JTLS also requires 65% run-time complexity and shows
comparable behavior to S-TS. But it performs slightly better as for C′run = 35% all users
except user 7 reached their desired rates. S-JTLS assumes that all lines achieved their target
at that run-time complexity as it starts to give resources to the lines which already reached
their data rate goals.

It can be summarized, that for both low and high data rate targets the available complexity
was first used to approach the data rate goals of all users. The data rates of lines with achieved
target remain stable until all users received their data rate goals or are quite close to it.
Nevertheless, when the accuracy of the estimation of the current data rate is reached the
algorithms can distribute complexity resources to lines with fulfilled targets also if not all
lines fully achieved their rate goals.
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Figure 7.21: Achievable downstream data rates depending on available run-time complexity for
S-LS, S-TS and S-JTLS and low data rate targets
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Figure 7.22: Achievable downstream data rates depending on available run-time complexity for
S-LS, S-TS and S-JTLS and high data rate targets
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7.2 Joint Partial Crosstalk Cancellation and Spectrum Management

In the last section partial cancellation procedures were presented, which are able to support
data rate requirements of all users in a binder, for a limited computational complexity
available for crosstalk cancellation. Successive selection algorithms decide on the interferers
and tones which should be considered in the cancellation or precoding procedure to allow
target data rate fulfillment to all users in the binder.

In Chapter 5, spectrum management techniques were analyzed, which are able to increase
binder performance without any additional burden on the run-time complexity of DSL
systems. Especially for transmission scenarios, in which the transmitters have differing
distances to the receiver, they are able to increase performance.

Downstream crosstalk precoding is already capable of shaping the spectra of the transmit
signals so no further improvement is expected there. In contrary, upstream crosstalk
cancellation is performed on the receiver side and does not shape the spectra at all.
Consequently, partial crosstalk cancellation is combined with spectrum management for
upstream transmission. It has been shown in [BEP04, MMS09], that jointly combining both
techniques outperforms the independent combination. However, none of these proposals
considered any data rate constraints.

In this section, a joint spectrum management and partial cancellation approach is proposed
which aims at minimizing the needed run-time computational complexity for DSL systems
with data rate constraints. This proposal was also published by the author in [Dün12]. In
Sec. 7.2.1 a selection algorithm is presented, which combines spectrum management with
partial crosstalk cancellation. The basis of the selection algorithm is successive joint tone-
line selection as presented in Sec. 7.1.3.3, due to its good performance in various target
rate situations. For spectrum management, iterative waterfilling is considered as it works
autonomous, is simple, has a low initialization complexity and does not need a reference line.
Iterative waterfilling was already presented in Sec. 5.2.1.

7.2.1 JOINT SUCCESSIVE TONE-LINE SELECTION AND ITERATIVE WATERFILLING

The joint approach of a selection algorithm, named Joint Successive Tone-Line Selection
and Iterative Waterfilling (Joint S-TLS+IWF), combines the spectrum management solution
iterative waterfilling with successive joint tone-line selection. As shown in Algorithm 5, it
consists of two loops which both are left in case of convergence. In the outer loop S-JTLS
is performed until the complexities remain stable. Here, the crosstalkers which need to be
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Init: Set Pn
k ,∀n to a flat PSD spectrum.

while (No complexity convergence) do
Perform S-JTLS with latest Pn

k .
while (No spectra convergence) do

for n = 1 . . .N do
Calculate the noise spectrum σ2

n,total .
Get Pn

k , ∀k by waterfilling.

end
end

end
Algorithm 5: Joint S-TLS+IWF for data rate fulfillment

considered in the cancellation procedure to fulfill data rate targets are obtained. In the first
iteration of this loop, flat transmit power density spectra are assumed for all users. With
a fixed number and configuration of canceled crosstalker-tone pairs per line obtained by
S-JTLS, the inner loop is entered. It works on spectra optimization with iterative waterfilling
and is left when the spectra converge because the desired accuracy is reached. Starting with a
flat spectrum, the first user virtually cancels the pn designated crosstalker-tone pairs. The
total noise contribution σ2

n,total of user n is calculated on each tone k. It contains additive
noise and the remaining interferences from all other users and is calculated by

σ
2
n,total(k) = ∑

m not canceled,n6=m
|H(n,m)

k |2 ·Pm
k +σ

2 (7-23)

where Pm
k is the transmit power of user m on tone k. Based on the noise contribution σ2

n,total

on each tone k the first user water fills as explained in Sec. 5.2.1 to maximize his achievable
data rate. The resulting transmit power of user n on all tones is given by

Pn
k =

1
K∗US
·

[
Pn

max +
K∗US

∑
k=1

Γ

gnn
k

]
− Γ

gnn
k
, (7-24)

with gain factor gnn
k = |H

(n,n)
k |2/σ2

n,total(k) and the number of used tones K∗US which achieve
Pn

k > 0. Due to the new power allocation of users n, σ2
n,total changed for all other users in

the binder. This is considered in the repetition of the loop for each user. The algorithm does
not exit the inner loop until the spectra converge and the desired accuracy is reached. In the
next step, the outer loop is repeated. It optimizes the distribution of the complexities spent on
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partial cancellation on the different lines based on their target data rate. It iterates until the
number of canceled pairs per line converges.

7.2.2 COMPUTATIONAL COMPLEXITY ANALYSIS

In Sec. 7.1.4 the computational complexity of S-JTLS was analyzed, where it was differed
between initialization complexity Cinit and run-time complexity Crun.

Joint successive tone-line selection and iterative waterfilling does not put any additional
burden on the run-time complexity Crun but leads to an increase of the initialization complexity
Cinit as the optimum spectra have to be obtained. The algorithm contains two loops,
where the complexity of the inner loop is given by the complexity of iterative waterfilling.
Iterative waterfilling is well known to have approximately linear complexity in lines and
tones [YGC02]. Normally, it converges in less than 10 iterations.

The number of operations needed to finish the algorithm depends on the iterations of the
outer loop. Each loop contains operations to perform IWF and S-JTLS.

7.2.3 PERFORMANCE

In this section the performance results of joint partial crosstalk cancellation and spectrum
management are shown. Analysis is done for scenarios with varying line lengths as spectrum
management is well known for increasing the performance in scenarios where long lines are
heavily disturbed by the crosstalk of shorter lines. Only upstream transmission is considered
as downstream precoding already shapes the transmit spectra. The Joint S-TLS+IWF
selection algorithm is compared to S-JTLS without spectrum management presented in
Sec. 7.1.3 and to sequential processing of IWF and S-JTLS. Simulation parameters are given
in Sec. 7.2.3.1. Results are shown in Sec. 7.2.3.3.

7.2.3.1 Simulation Parameters

The simulation parameters are shown in Table 7.8. A target symbol error rate of 10−7 is
assumed, so that the Shannon gap Γ(Pe) can be calculated as 9.8 dB. No coding is used, hence
the coding gain is 0 dB. An FDD system is considered. Perfect synchronization is presumed
and the cyclic prefix is neglected. The channel model employed for the generation of the
crosstalk channel coefficients is the beta model presented in Sec. 3.3. The maximum available
power per user is Pn

max = 6.94dBm, ∀n. No spectral mask is applied and the granularity
of bit loading is infinite. For all algorithms in comparison, which do not apply spectrum
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Table 7.8: Simulation parameters

Parameter Value
Bandwidth B 17.664 MHz

Number of US DMT tones KUS 1147

Tone width ∆ f 4.3125 kHz

Coding gain γc 0 dB

Noise margin γm 6 dB

Target symbol error rate < 10−7

Background noise PSD -140 dBm/Hz

Band plan 998ADE17

Shannon gap Γ(Pe) 9.8 dB

Complexity parameter ∆ 1147

management, the assumed spectrum is flat with -60 dBm/Hz. Only upstream transmission is
considered with upstream band frequencies given in Table 7.9. Upstream band 0 is not used.

7.2.3.2 Transmission Scenarios and Definition of Data Rate Constraints

As spectrum management is well-known to show good performance in scenarios where
near-far effects are present, the same DLL scenario as presented in Sec. 7.1.5 is considered.
In the chosen scenario, the number of lines in the binder is defined to be N = 10, where the
CPEs distance from the CO ranges from 0.3 km to 1.0 km with a linear increase of 0.0778 km
from one line to the other. It is again schematically depicted in Fig. 7.23.

Like in the earlier section, the users are divided into three groups of 3/4/3 users: with high
(line 1-3), with middle (line 4-7) and with low (line 8-10) demand. In these evaluations
target data rates of 55, 25 and 5 Mbit/s are considered for the three groups. The data rates

Table 7.9: Upstream frequency bands

Upstream band Frequency [kHz]
US1 3750-5200

US2 8500-12000
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Figure 7.23: DLL scenario
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Figure 7.24: DLL scenario: US data rates

achievable with no and full crosstalk cancellation are plotted together with the target data
rates in Fig. 7.24. More details on the DLL scenario can be found in Sec. 7.1.5.

7.2.3.3 Simulation Results

In this section, the simulation results are stated. Joint S-TLS+IWF is compared to S-JTLS
without spectrum management and to IWF and S-JTLS when they are performed sequentially.
The comparison criterion will be the percentage of users with achieved target data rates. It is
given as the amount of users that have already achieved their desired data rates over the total
number of users N in the binder in percent.

7.2.3.3.1 Required Run-Time Complexity

In Fig. 7.25 the run-time complexities which all three user groups require to fulfill
their data rate requirements are compared. The sequential execution of IWF and S-JTLS
shows suboptimal performance. 20% of the users are not able to reach their desired data rate
even with full crosstalk cancellation. Iterative waterfilling optimizes the spectra for a full
crosstalk situation and does not take into account, that interferences can be canceled on the
receiver side. S-JTLS is able to fulfill all data rate targets at a run-time complexity of 25%.
The best performance is achieved with Joint S-TLS+IWF as it only requires 20% run-time
complexity to reach all data rate goals. It profits from the joint combination with IWF as it
saves 5% of run-time complexity.
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Figure 7.25: Comparison of needed complexity to fulfill the target data rates

Figure 7.26 shows the achievable data rates for C′run = 20%. Joint S-TLS+IWF achieves the
data rate requirements for all lines. For line 8, 9 and 10 the data rate target is exceeded by
around 5 Mbit/s. The same can be seen for line 2 and line 6. The rates of the remaining lines
are close to the desired data rates. S-JTLS is not able to fulfill the data rate goals for lines
7 and 8. The sequential execution of IWF and S-JTLS does not allow users 1, 5, 6 and 7 to
achieve their data rate targets.

During simulation the number of iterations of the outer loop of Joint S-TLS+IWF was
counted. For the chosen scenario and the chosen target data rates the algorithms generally
converges after a maximum of 4 iterations.

7.2.3.3.2 Run-Time Complexity Per Line for Target Data Rate Fulfillment

The performance of S-JTLS, Joint S-TLS+IWF and sequential execution of IWF and
S-JTLS is analyzed for 25%, 20% and 30% and 100% of run-time complexity respectively
in terms of achieved data rates and distribution of run-time complexity to the lines. For
IWF and S-JTLS the performance for two complexities are analyzed as it never achieves all
required rates.
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Figure 7.26: Comparison of achieved data rates for C′run =20%

Figure 7.27 shows the achieved rates and the percentage of run-time complexity given to the
lines in the binder when the data rate targets were first fulfilled. S-JTLS and Joint S-TLS+IWF
both spend more than 20% of their resources to line 3 and 7. All long lines and line 1 require
far less than 10% of the total available complexity. The target data rates are hit quite well for
both algorithms.

Iterative waterfilling and S-JTLS sequentially performed distribute the run-time complexity
in a comparable manner, but they are not able to fulfill the data rate demands at all. For an
available complexity of 30%, line 1 and all long lines get no or only really low amounts of
computational complexity. Line 6 and 7 get more than 30% of the computational resources,
but their data rate requirements are not achieved yet. For C′run = 100% the available run-time
complexity is equally distributed to all lines. The long lines and line 4 and 5 achieve their
maximum rate. But all other lines show suboptimal performance. The long lines are not able
to achieve their highest data rates. The performance of line 6 and 7 did not change compared
to an available run-time complexity of 30%.

Table 7.10 shows the absolute run-time complexity in terms of number of crosstalker-tone
pairs selected for cancellation by the different selection algorithms to allow each user
to fulfill his data rate requirements. When a line is fully canceled, the interferences of
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Figure 7.27: Percentage of complexity distributed to the lines when all users achieved their data
rate targets in upstream

10323 (= 9 (crosstalkers) ·1147 (tones)) crosstalker-tone pairs are eliminated. Taking into
account Table 7.10, the observed performance results can be explained. Joint S-TLS+IWF
and S-JTLS obviously distribute the computational resources effectively amongst the
lines in the binder as they require a comparably low amount of run-time complexity.
Joint S-TLS+IWF is able to satisfy lines 1, 4, 8 and 9 without spending any computational
resources on them. The complexity that Joint S-TLS+IWF gives to line 5 is slightly lower
compared to what S-JTLS distributes to that line. All other lines are allocated more resources
than by S-JTLS. The behavior of IWF performed sequentially with S-JTLS is especially
interesting for the lines 6−10. Line 6 and 7 already perform full crosstalk cancellation for
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Table 7.10: Absolute run-time complexity per line to fulfill target data rates in US

line n 1 2 3 4 5

S-JTLS 340 2294 5735 1729 2966

IWF and S-JTLS(30%) 0 2294 4588 0 2294

IWF and S-JTLS(100%) 10323 10323 10323 10323 10323

Joint S-TLS+IWF 0 2867 7168 0 2867

6 7 8 9 10

3441 5735 1273 1147 1147

10323 10323 0 0 1147

10323 10323 10323 10323 10323

4301 7168 0 0 1433

an available complexity of 30%. These two lines as well as all long lines are not able to
reach their data rate targets and their maximum achievable data rate even with full crosstalk
cancellation.

7.2.3.3.3 Achievable Data Rates

In Fig. 7.28 the achievable data rates for relative computational complexities from 0
to 100% are compared for Joint S-TLS+IWF, S-JTLS and the sequential execution of IWF
and S-JTLS. The left side shows the achievable data rates for lines 1 to 5. The right side
displays them for lines 6 to 10.

S-JTLS and Joint S-TLS+IWF achieve all data rate targets for a run-time complexity of
25% and 20% respectively. It can be observed, that for both algorithms the resources are
only allocated to the users with the highest gains after all lines achieved their data rate
requirements. Comparing the two algorithms the biggest difference can be seen for lines 6 to
10. For those lines the desired target data rates can be achieved at a lower run-time complexity.
They profit from the combination with IWF. For the long lines the performance is the same,
except for line 1. For Joint S-TLS+IWF the achievable rate for line 1 decreases from 10%
to 15% run-time complexity. This can be explained by the optimization the algorithm is
doing. It decreases, but just gets closer to the target it has to achieve. When IWF and S-JTLS
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is performed sequentially, not all data rate requirements can be achieved due to the bad
performance on lines 6 to 10. Line 6 and 7 are no longer able to achieve their target data
rates. When the crosstalk on those lines is fully canceled, the remaining complexity is given
to the lines with the highest gains.

7.2.3.3.4 Transmit Power Spectral Density

Fig. 7.29 illustrates the PSDs for all users. For JTLS the power allocation is not changed
as no spectrum management is performed. That is why the PSD remains flat. For IWF and
S-JTLS performed sequentially and Joint S-TLS+IWF, the resulting spectra are equal but
the resulting data rates are not comparable. The figure shows that for line 1 to 5 the spectra
change only slightly. The longer the line, the more change in power allocation. All tones
are still used for transmission. For lines 6 to 10 the power is not allocated any more to the
tones with indexes higher than 500. Tones with indexes higher than 500 are more influenced
by noise and thus more vulnerable to crosstalk. The spectra of lines 6 to 10 move towards
the lower frequencies. For Joint S-TLS+IWF the long lines can strongly benefit from IWF.
The spectra of lines 1 to 5 nearly remain unchanged. These lines are not able to take big
advantage of the joint procedure.

7.3 Summary

In this chapter, selection algorithms for partial crosstalk cancellation were presented. Their
aim is to fulfill data rate requirements of all users in a binder and at the same time to
minimize the needed run-time complexity by shifting the available complexity resources to
where they are needed. The successive solutions S-LS, S-TS and S-JTLS were explained and
analyzed. For further performance improvement IWF and S-JTLS was jointly combined in
Joint S-TLS+IWF.

All proposed algorithms outperform the conventional solution JTLS in terms of needed
run-time complexity. The computational resources are efficiently distributed. The joint
combination with IWF is able to decrease the required run-time complexity.
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Figure 7.28: Achievable upstream data rates depending on available run-time complexity for
S-JTLS, sequential execution of IWF and S-JTLS and Joint S-TLS+IWF
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Figure 7.29: PSDs for S-JTLS, sequential execution of IWF and S-JTLS and Joint S-TLS+IWF





VIII

Conclusions

As a first contribution of this thesis, channel estimation and update procedures were proposed
to measure the DSL channel with sufficient accuracy and to overcome data rate losses due
to channel changes. The presented methods use orthogonal pilot sequences, which were
transmitted in an initial channel estimation as well as continuously during the sync symbols.
Due to the utilization of the sync symbol, any pilot overhead was avoided. For the channel
adaptation in upstream, correlation was applied in the receiver. In downstream, feedback of
the normalized error sample is required and therefore the channel coefficient update was
calculated on the transmitter side using correlation. It was shown that both procedures achieve
high data rate increases. In summary, the designed channel estimation and update procedures
lead to a higher efficiency and increased performance figures in a VDSL2 system.

As a second and main contribution, partial crosstalk cancellation and precoding procedures
were suggested, which allow all users in a DSL cable binder to achieve high data rate targets
at a limited amount of available computational complexity. The users of a binder were split
into three groups based on their distance to the CO. For each of the three groups, target data
rates were defined.

First, three novel successive selection algorithms were presented. For high and low data
rate demands of the different user groups the performance of the proposed algorithms S-LS,
S-TS and S-JTLS was compared to the performance of conventional JTLS in upstream and
downstream for a VDSL scenario with varying line lengths. In upstream, it has been shown
that for high data rate targets S-JTLS and S-LS required 25% run-time complexity, S-TS
required 40% and JTLS showed worst performance with needing 50% run-time complexity.
Also for low data rate targets, all successive algorithms outperformed JTLS, which needed
40% run-time complexity. S-JTLS used 15%, where S-LS and S-TS required 20% and
30% run-time complexity respectively. It was shown for upstream transmission that the
successive selection algorithms distributed the available complexity resources to the lines
which required them most. Only when all users achieved their data rate goals and there
was still computational complexity available, they spent it on the lines where most rate was
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gained.

Downstream performance results also showed, that all successive algorithms outperform
JTLS. S-JTLS required 65% and 25% run-time complexity for high and low data rate target.
S-LS needed 65% and 50% run-time complexity and S-TS used 75% and 50% computational
resources when all data rate requirements were achieved. JTLS needed 85% and 70%
run-time complexity for high and low data rate targets. It has been observed that also
in downstream, computational resources were distributed effectively, though the algorithms
showed suboptimal behavior due to inaccuracies of the data rate estimation within the
procedure.

In summary, it can be stated that all lines in a binder were able to achieve their data rate
goals at a limited computational complexity with the successive selection algorithms. The
best performance was shown by S-JTLS. Though not having been fully accurate in some
transmission scenarios all successive algorithms outperformed conventional JTLS in terms
of needed complexity to achieve the desired data rates.

Finally, a procedure was presented which combines partial crosstalk cancellation and
spectrum management in upstream to fulfill data rate requirements of all users in a binder.
Successive joint tone-line selection was used, which focuses on data rate fulfillment instead
of capacity maximization. Joint successive tone-line selection and iterative waterfilling was
explained, which simultaneously selects the transmit spectra of the users and the canceled
crosstalkers for each line. An upstream VDSL scenario with different line lengths was
considered. It was shown that with Joint S-TLS+IWF, data rate requirements of all users in a
binder are supported. Additionally, compared to S-JTLS and the sequential execution of IWF
and S-JTLS savings in needed computational complexity to reach all data rate requirements
were achieved. The joint combination of S-JTLS and IWF required 20% run-time complexity
to fulfill all data rate requirements of all users in the binder with high data rate demands.
S-JTLS required 5% more computational resources compared to Joint S-TLS+IWF. For the
chosen transmission scenario the sequential execution of IWF and S-JTLS without any joint
processing did not perform well even for full crosstalk cancellation. The target data rates
could not be achieved. It was shown that Joint S-TLS+IWF shapes the transmit spectra of
the long lines to allow them to achieve better performance. The combination with partial
cancellation leads to a better distribution of available computational complexity.
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Appendix A

A.1 Derivations of Waterfilling Solution

A.1.1 RATE MAXIMIZATION

Optimization problem:

maxb(Pk,bk) =max

{
K

∑
k=1

bk

}
(A-1)

=max

{
K

∑
k=1

log2

(
1+
|Hk|2 ·Pk

Γσ2

)}
(A-2)

subject to:
K

∑
k=1

Pk = Pmax (A-3)

Maximize the number of loaded bits b for a fixed given power Pmax by adapting the power
allocation and the bit allocation on the tones. Pk is the power on tone k. bk is the number of
bits loaded on tone k. K is the total number of tones.

Build cost function with Lagrange multiplier:

L(λ ,P1, . . . ,Pk) =
K

∑
k=1

bk−λ

K

∑
k=1

Pk (A-4)

=
K

∑
k=1

log2

(
1+
|Hk|2 ·Pk

Γσ2

)
−λ

K

∑
k=1

Pk. (A-5)

Differentiate L with respect to Pk to find the maximum:

∂L
∂Pk

=
1

ln2
· 1

1+ |Hk|2·Pk
Γ·σ2

· |Hk|2

Γ ·σ2 −λ (A-6)

=
1

ln2
· |Hk|2

Γ ·σ2 + |Hk|2 ·Pk
−λ (A-7)

=0 (A-8)
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1
ln2
· 1

Γ·σ2

|Hk|2
+Pk

−λ = 0 (A-9)

⇔ Pk =
1

λ · ln2
− Γ ·σ2

|Hk|2
(A-10)

Use the constraint to replace the Lagrange multiplier:

K

∑
k=1

Pk = Pmax (A-11)

⇔
K

∑
k=1

(
1

λ · ln 2
− Γ ·σ2

|Hk|2

)
= Pmax (A-12)

⇔
K

∑
k=1

1
λ · ln2

−
K

∑
k=1

Γ ·σ2

|Hk|2
= Pmax (A-13)

⇔ K
λ · ln2

= Pmax +
K

∑
k=1

Γ ·σ2

|Hk|2
(A-14)

⇔λ =
K

ln2
(

Pmax +
K
∑

k=1

Γ·σ2

|Hk|2

) (A-15)

Replace the Lagrange multiplier Eq. A-10:

Pk =
1

K

ln2
(

Pmax+
K
∑

k=1

Γ·σ2

|Hk |2

) · ln2
− Γ ·σ2

|Hk|2
(A-16)

=
1
K

(
Pmax +

K

∑
k=1

Γ ·σ2

|Hk|2

)
− Γ ·σ2

|Hk|2
(A-17)

=µra−
Γ ·σ2

|Hk|2
. (A-18)

A.1.2 POWER MINIMIZATION

Optimization problem:

minP(bk,Pk) = min

{
K

∑
k=1

Pk

}
(A-19)

subject to:
K

∑
k=1

log2

(
1+
|Hk|2 ·Pk

Γ ·σ2

)
= b(T ). (A-20)
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Minimize the power P for a fixed given target number of loaded bits b(T ) by adapting the
power allocation and the bit allocation on the tones. Pk is the power on tone k. bk is the
number of bits loaded on tone k. There exist K tones in total.

Build cost function with Lagrange multiplier:

L(λ ,P1, . . . ,Pk) =
K

∑
k=1

Pk−λ

K

∑
k=1

log2

(
1+
|Hk|2 ·Pk

Γ ·σ2

)
(A-21)

Differentiate with respect to Pk to find the maximum:

∂L
∂Pk

= 1−λ · 1(
Γ·σ2

|Hk|2
+Pk

)
ln2

= 0 (A-22)

⇔λ · 1(
Γ·σ2

|Hk|2
+Pk

)
ln2

= 1 (A-23)

⇔Pk =
λ

ln2
− Γσ2

|Hk|2
(A-24)

Use the constraint to replace the Lagrange multiplier:

b(T ) =
K

∑
k=1

log2
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ln2 −
Γ·σ2

|Hk|2
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· |Hk|2
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= log2
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(A-27)

2b(T ) =
K

∏
k−1

(
λ |Hk|2
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(A-28)
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=> λ =

 2b(T )
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∏

k=1

(
|Hk|2

ln2·Γ·σ2

)


1/K

(A-30)
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Replace the Lagrange multiplier Eq. A-24:

Pk =Γ ·

 2b(T )

K
∏

k=1

(
|Hk|2
σ2

)
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1/K

− Γ ·σ2

|Hk|2
(A-31)

=2
1
K

[
b(T )−

K
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k=1
log2

(
|Hk |

2

Γ·σ2

)]
− Γ ·σ2

|Hk|2
(A-32)

=µpa−
Γ ·σ2

|Hk|2
(A-33)

A.2 Implementation of Waterfilling Algorithms

A.2.1 RATE-ADAPTIVE WATERFILLING ALGORITHM

Sequence of the algorithm:

1. Start with a flat power allocation.

2. Calculate the channel gains gk = |Hk|2/σ2 and sort them from largest to smallest.
Initialize k = 1, . . . ,K and K∗ = K.

3. Calculate µra and PK∗ .

4. If PK∗ ≤ 0 : K∗→ K∗−1. Go to step 3.
Else: go to the next step.

5. Set Pk = µra− Γ·σ2

|Hk|2
and bk = log2

(
1+ Pk·|Hk|2

Γσ2

)
for k = 1 . . .K∗.

A.2.2 POWER-ADAPTIVE WATERFILLING ALGORITHM

Sequence of the algorithm:

1. Start with a flat power allocation.

2. Calculate the channel gains gk = |Hk|2/σ2 and sort them from largest to smallest.
Initialize k = 1, . . . ,K and K∗ = K.
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3. Calculate µpa and PK∗ .

4. If PK∗ ≤ 0 : K∗→ K∗−1. Go to step 3.
Else: go to the next step.

5. Set Pk = µpa− Γ·σ2

|Hk|2
and bk = log2

(
1+ Pk·|Hk|2

Γσ2

)
for k = 1 . . .K∗.

There exist two implementations for waterfilling algorithms which minimize the power.
Power-adaptive waterfilling finds the minimum power P(bk,Pk) which is needed to achieve
a given number of loaded bits and maximizes the margin at the same time. To do margin
maximization, the calculation of the margin

γmax =
P

K∗

∑
k=1

Pk

(A-34)

has to be added to step 5.

For fixed-margin waterfilling, the power is also minimized but the margin is set to a fixed
given value.
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Figure A.1: Flow chart for rate-adaptive waterfilling
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Figure A.2: Flow chart for power-adaptive waterfilling
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Appendix B

The performance analysis of the algorithms presented in Chapter 7 is based on a DLL
transmission scenario. The scenario is shortly described in Sec. 7.1.5. As additional
information the channel and crosstalk transfer functions, the PSD and the Signal-to-
Interference Ratio (SIR) of all 10 lines in the considered binder are presented here.

Figures B.2 to B.5 show the channel and crosstalk transfer coefficients on all used tones
on the left side and the receive PSDs on the right side for all users in the binder. In the
calculation of the receive PSDs, a transmission power of -60 dBm/Hz was assumed. Figure
B.1 additionally shows the resulting SIR experienced by all lines in the binder. In all plots
five frequency bands can be observed. Starting at the left, the first, third and fifth band are
used for downstream transmission. Band 2 and 4 are available for upstream.

Figure B.1 shows that in upstream transmission strong near-far effects are present in the
binder as upstream crosstalk strength strongly varies from line to line. User 10, who has the
largest distance to the CO, is heavily affected by interferences whereas line 1, which is closest
to the CO, has good channel properties. Generally it can be observed in upstream that the
overall crosstalk influence on a line increases with line length. In the considered scenario line
6 is the only exception as its SIR is also quite low. In downstream, the crosstalk influences
on the lines are more homogeneous. The difference in SIR is around 15 dB from the best to
the worst line. User 8 has the best channel. User 1 has worst transmission properties.

The channel and crosstalk transfer functions and the receive PSDs show the strength of
the individual crosstalkers on the different lines. It can be observed that in upstream there
are lines with one or two dominant crosstalkers (e.g. line 6, line 10) and lines with several
crosstalkers of comparable strength (e.g. line 4, line 1). In downstream crosstalk strength is
again more homogeneous, but there are also lines with some dominant crosstalkers (e.g. line
1) and lines with several crosstalkers of comparable strength (e.g. line 5, line 10).
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Figure B.1: SIRs for all lines in the binder
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Figure B.2: Channel and crosstalk transfer functions (left) and PSDs (right) for line 1 to 3
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Figure B.3: Channel and crosstalk transfer functions (left) and PSDs (right) for line 4 to 6
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Figure B.4: Channel and crosstalk transfer functions (left) and PSDs (right) for line 7 to 9
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Figure B.5: Channel and crosstalk transfer functions (left) and PSDs (right) for line 10
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Abbreviations and Symbols

C.1 Abbreviations

ADSL Asymmetric Digital Subscriber Line

ASB Autonomous Spectrum Balancing

AWGN Additive White Gaussian Noise

CO Central Office

CPE Customer Premises Equipment

CSI Channel State Information

CWDD Column-Wise Diagonal Dominant

DAB Digital Audio Broadcasting

DFC Decision Feedback Canceler

DFE Decision Feedback Equalizer

DFT Discrete Fourier Transform

DLL Distributed Line Length

DMT Discrete Multi-Tone Transmission

DS Downstream

DSL Digital Subscriber Line

DSLAM Digital Subscriber Line Access Multiplexer

DSM Dynamic Spectrum Management
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DVB Digital Video Broadcasting

ECH Echo Cancellation Hybrid

FDD Frequency Division Duplexing

FEXT Far-End Crosstalk

FFT Fast Fourier Transform

HDSL High Data Rate Digital Subscriber Line

HDTV High Definition Television

IDFT Inverse Discrete Fourier Transform

IFFT Inverse Fast Fourier Transform

ISB Iterative Spectrum Balancing

ISDN Integrated Services Digital Network

ISI Intersymbol Interferences

IWF Iterative Waterfilling

Joint S-TLS+IWF Joint Successive Tone-Line Selection and Iterative Waterfilling

JTLS Joint Tone-Line Selection

LMS Least Mean Squares

LTE Long Term Evolution

MIMO Multiple Input Multiple Output

MMSE Minimum Mean Square Error

NEXT Near-End Crosstalk

OFDM Orthogonal Frequency Division Multiplexing

ONU Optical Network Unit
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OSB Optimum Spectrum Balancing

PA Power-Adaptive

PBO Power Back-Off

POTS Plain Old Telephone Service

PSD Power Spectral Density

PSTN Public Switched Telephone Network

QAM Quadrature Amplitude Modulation

RA Rate-Adaptive

RFI Radio Frequency Ingress

RT Remote Terminal

RWDD Row-Wise Diagonal Dominant

Rx Receiver

SDSL Symmetric Digital Subscriber Line

SIC Successive Interference Cancellation

S-JTLS Successive Joint Tone-Line Selection

S-LS Successive Line Selection

SINR Signal-to-Interference and Noise Ratio

SIR Signal-to-Interference Ratio

SNR Signal-to-Noise Ratio

SSM Static Spectrum Management

S-TS Successive Tone Selection

TDD Time Division Duplexing
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THP Tomlinson-Harashima Precoder

Tx Transmitter

UPBO Upstream Power Back-Off

US Upstream

VDSL Very High Speed Digital Subscriber Line

VDSL2 Very High Speed Digital Subscriber Line 2

XT Crosstalk

ZF Zero-Forcing

FEQ Frequency Domain Equalizer

C.2 Symbols

A ABCD matrix of a DSL loop

b Number of loaded bits per symbol

b(T ) Constraint on number of loaded bits

bk Number of bits loaded on tone k

b+k Number of bits loaded on tone k for positive-only power loading

B System bandwidth

cmax Maximum number of crosstalkers per tone that can be canceled in the
entire binder with S-LS

cn Number of crosstalkers that can currently be canceled for user n in
S-LS

Cinit Initialization complexity

Ck Capacity on tone k
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Crun Run-time complexity available for crosstalk reduction for the entire
binder

C′run Relative run-time complexity available for crosstalk reduction in the
entire binder

d Line length

d(n,m)
coupling Coupling length between line n and line m

dn(i) Index of user n’s crosstalker-tone pair with ith largest gain

e(n)k (t) Normalized complex error for user n on tone k at time t

Ek(t) Error matrix on tone k at time instant t

f Frequency

fS DMT symbol rate

gk Channel gain on tone k

gT S
n,k Bit gain of user n on tone k for S-TS

gJT LS
n (m,k) Capacity gain of crosstalker-tone pair (m,k) for user n on tone k for

S-JTLS

gnn
k Channel gain factor of user n on tone k in Joint S-TLS+IWF

H( f ,d) Channel transfer function at frequency f and line length d

H(n,m)( f ,d) Channel transfer function from line m to line n at frequency f and line
length d

H(n,m)
99 ( f ,d) 99% worst-case channel transfer function from line m to line n at

frequency f and line length d

Hk Direct channel transfer coefficient on the kth tone

H(n,m)
k Channel transfer coefficient from line m to line n on tone k

Ĥk Estimated direct channel transfer coefficient on the kth tone
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Ĥ(n,m)
k Estimated channel transfer coefficient from line m to line n on tone k

Hk Channel transfer matrix on tone k

Hk,diag Diagonal matrix containing the direct channel transfer coefficients on
tone k

Hk,norm Normalized crosstalk channel transfer matrix on tone k

Ĥk Estimated channel transfer matrix on tone k

Ĥk,diag Diagonal matrix containing the estimated direct channel transfer
coefficients on tone k

Ĥk,norm Estimated normalized crosstalk channel transfer matrix on tone k

H̄n
k Partial channel matrix used to obtain partial canceler coefficients for

user n on tone k

H̄pre,m
k Partial channel matrix used to obtain partial precoder coefficients for

user m on tone k

Ix Identity matrix of size x× x

k Tone index

kn(i) Index of user n’s tone with ith largest bit gain for S-TS

K Number of usable DMT tones

K̄ Number of DMT tones

K∗ Number of tones which are loaded in the waterfilling procedure

KDS Number of usable DMT tones in downstream

Ku Number of used tones (KUS in upstream, KDS in downstream)

KUS Number of usable DMT tones in upstream

l Pilot symbol index

L Length of orthogonal pilot sequence
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m Crosstalker index

mn,k(i) Index of user n’s ith largest crosstalker on tone k

Mn
k Set of interferers canceled for line n on tone k

Mn
QoS,k Set of interferers canceled for line n on tone k to fulfill data rate

constraints

Mn,LS
QoS,k Set of interferers canceled for line n on tone k to fulfill data rate

constraints with S-LS

Mn,T S
QoS,k Set of interferers canceled for line n on tone k to fulfill data rate

constraints with S-TS

Mn,JT LS
QoS,k Set of interferers canceled for line n on tone k to fulfill data rate

constraints with S-JTLS

n Line index

n(n)k Additive noise contribution on line n on tone k

nm,k(i) Index of ith hardest sufferer from user m’s interferences on tone k

N Number of lines in the cable binder

Nk AWGN contribution on the kth tone

Ns f Number of DMT symbols per superframe

nk Noise signal vector on tone k

ñk Scaled noise signal vector on tone k

Nk Noise matrix on tone k

Ñk Scaled noise matrix on tone k

Nm
k Set of users who want to be protected against interference from

transmitter m on tone k

Nm
QoS,k Set of users who want to be protected against interference from

transmitter m on tone k when data rate constraints are considered
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pmax Maximum number of crosstalker-tone pairs that can be canceled for an
entire binder with S-JTLS

pn Number of currently canceled crosstalker-tone pairs in S-JTLS for user
n

pn,k Number of extra observation lines for line n on tone k

P Transmit power

Pe Bit error rate

Pk Transmit power on tone k

Pmask
k Spectral mask on tone k

Pn
k Transmit power of line n on tone k

Pn,mask
k Spectral mask for user n on tone k

P+
k Positive-only power loading per tone

P+,mask
k Positive-only power loading per tone with spectral mask limitations

Pmax Maximum available transmit power

Pn
max Maximum available transmit power for line n

Pn PSD of user n

r(n,l) lth transmitted pilot symbol of user n

r(n)k (t) Transmitted pilot symbol of user n on tone k at time instant t

r(n,l)k lth transmitted pilot symbol of user n on tone k

r̂(n)k (t) lth normalized received pilot symbol of user n on tone k

r̃(n)k (t) Received pilot symbol of user n on tone k at time instant t

r̃(n,l)k lth received pilot symbol of user n on tone k

R Data rate
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Rn Data rate on line n

R(I)
n Initial data rate on line n

R(T )
n Data rate target on line n

R(C)
n,LS(cn) Current data rate for user n in S-LS for cn canceled crosstalkers per

tone

R(C)
n,T S(tn) Current data rate for user n in S-TS for tn fully canceled tones

R(C)
n,JT LS(pn) Current data rate for user n in S-JTLS for pn canceled crosstalker-tone

pairs

R Matrix of pilot sequences

Rk(t) Matrix of transmitted pilot sequences on tone k at time instant t

R̂k(t) Matrix of normalized received pilot sequences on tone k at time instant
t

SNRk Signal-to-noise ratio on tone k

SINRn
k Signal-to-interference and noise ratio for user n on tone k

t Time index

tmax Maximum number of fully canceled tones for an entire binder with
S-TS

tm,k Number of receivers who do not want to suffer from crosstalk produced
by transmitter m on their kth tone

tn Number of tones currently fully canceled for line n in S-TS

T DMT symbol duration

Tsuperframe Duration of a superframe

VL Voltage across load impedance ZL

Vno Voltage across load impedance without transmission line
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VS Source voltage

W (n,m)
k Element of canceler filter matrix Wk

W (n,m)
QoS,k Element of partial canceler filter matrix WQoS,k when data rate

constraints are considered

w̄n
k Reduced crosstalk cancellation filter vector for user n on tone k

w̄n
QoS,k Reduced canceler filter vector for user m on tone k when data rate

constraints are considered

Wk Partial cancellation filter matrix on tone k

WQoS,k Partial cancellation filter matrix on tone k when data rate requirements
are considered

x(n)k Frequency-domain transmit signal of line n on tone k

x̂(n)k Estimated frequency-domain transmit signal for user n on tone k

x̃(n)k Precoded frequency-domain transmit signal of user n on tone k

xi DMT transmit symbol sample

XdB Amplitude offset of the crosstalk transfer function in dB

Xk Transmit modulation symbol on the kth tone

X̂k Estimated modulation symbol on the kth tone

xk Transmit signal vector on tone k

x̄n
k Reduced frequency-domain transmit signal vector of user n on tone k

for precoding

x̂k Estimated frequency-domain received signal vector on tone k

x̃k Precoded frequency-domain transmit signal vector on tone k

y(n)k Frequency-domain receive signal of line n on tone k

yi DMT receive symbol sample
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Yk Received modulation symbol on the kth tone

yk Receive signal vector on tone k

ȳn
k Reduced frequency-domain receive signal vector for user n on tone k

Z(n,m)
k Element of precoder matrix Pk

Z0 Characteristic impedance

ZL Load impedance

ZS Source impedance

z̄m
k Reduced precoding filter vector for user m on tone k

z̄m
QoS,k Reduced precoding filter vector for user m on tone k when data rate

constraints are considered

Zk Precoder matrix

ZQoS,k Partial precoder filter matrix for tone k when data rate constraints are
considered

∆ Complexity parameter

∆c Number of crosstalkers remaining for cancellation in S-LS after all
data rate targets are achieved

∆ f Tone spacing

∆p Number of crossalker-tone pairs remaining for cancellation in S-JTLS
after all data rate targets are achieved

∆t Number of tones remaining for full cancellation in S-TS after all data
rate targets are achieved

γ( f ) Propagation constant at frequency f

γc Coding gain

γm Noise margin
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γmax Maximum margin

Γ SNR gap to capacity

Γ(Pe) Shannon gap

κFEXT Coupling factor

λ Lagrange multiplier

µ Waterfilling level

µpa Waterfilling level for power-adaptive waterfilling

µra Waterfilling level for rate-adaptive waterfilling

ν Length of cyclic prefix

φ( f ) Phase of crosstalk transfer function

φ
H(n,m)

k
Phase of crosstalk channel transfer factor H(n,m)

k

σ2 Noise variance

σ̃2
n (k) Noise variance after crosstalk cancellation of user n on tone k

σ2
n,total(k) Total noise contribution of user n on tone k

σ2
S Transmit signal variance
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