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Abstract

Coding theory plays an important role in efficient transmission of data over noisy
communication channels. It consists of two steps; the first step is to encode the
data to reduce its sensitivity to noise during transmission, and the second step is to
decode the received data by detecting and correcting the noise induced errors. In
this thesis an algebraic approach is used to develop efficient encoding and decod-
ing algorithms for a very commonly used class of linear codes, the Reed-Muller
codes and the Golay codes.

To develop the approach first the algebraic structure of linear codes is explored.
For this, the reduced Groebner basis for a class of ideals in commutative poly-
nomial rings is constructed. The extension of these ideals to a residue class ring
enabled us to find the parameters of the corresponding codes. It is found that the
corresponding codes contains the primitive Reed-Muller codes. The added advan-
tage of this approach is that, once these Groebner bases are constructed a standard
procedure can be used to develop encoding and decoding processes. A binomial
ideal, defined as a sum of toric ideal and a prime ideal over some arbitrary field,
is explored. It is shown that this ideal is equal to a binomial ideal over a prime
field. Purpose of proving this equivalence is to study binary codes associated to
this ideal. Minimal generators and Groebner basis found for this ideal showed
that the situation is quite closely related to the toric case. The investigation of uni-
versal Groebner basis, Graver basis and circuits for this ideal revealed that they
have the same relationship among them which is true in general for toric ideals.
Each linear code can be described as a binomial ideal defined above. Since the
reduced Groebner basis for any ideal plays a vital role in describing encoding and
decoding processes for the corresponding codes, a natural reduced Groebner basis
for this ideal is proposed for any general term order. In fact, if a generator ma-
trix is given for any code, by constructing the corresponding particular binomial
ideal, one can immediately describe the reduced Groebner basis. Information po-
sitions and parity check positions are then given by standard and non-standard
monomials for the ideal. A systematic encoding algorithm for such codes is ex-
plained in terms of remainders of the information word computed with respect to
the reduced Groebner basis. Furthermore, the binary and ternary Golay codes are
studied algebraically in terms of the binomial ideal. Finally, a presentation of the
binomial ideal of a linear code in terms of its syzygy modules is provided and the
corresponding finite free resolution has been described.
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Notation

d(x, y) Hamming distance between x and y

d Minimum distance of a code

s Syndrome of a received vector

[n, k, d] A linear code with lenght n, dimension k and minimum distance d

K Field

K[x] Polynomial ring in n variables overK

≻ Term ordering

lt( f ) Leading term of a polynomial f

lt(I) Leading ideal of an ideal I

S( f , g) S-polynomial of f and g

G Groebner basis of an ideal

V(I) Variety of an ideal

√
I Radical of an ideal I





Chapter 1

Introduction

1.1 The Problem

The problem of robust information transmission is one of the problems that is
encountered in modern data transmission due to the presence of hostile enviroment
during transmission, which thus results into the distorted information. In order to
combat this situation error-correcting codes are introduced [42]. A fundamental
problem is to send a message across a noisy channel with a maximum possible
reliability. Error correcting codes are used to correct messages when they are
transmitted through noisy channels(Figure 1.1).

Message Source

Source Encoder Channel Source Decoder

Receiver

Figure 1.1: A basic communication model

The main features of coding theory are:

• efficient encoding of messages,

• easy transmission of encoded messages,
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• fast and reliable decoding of recieved messages,

• transmission of large number of messages per unit of time.

1.2 Previous Work

The last several years have witnessed major theoretical advances in coding the-
ory resulting in a new coding concepts such as algebraic codes, codes on graphs
etc. With the publication of C. Shannon’s [54] seminal paper the whole new sub-
ject of coding theory was inaugurated. Later, R.W. Hamming [30] proposed a
first method of encoding data so that errors can not only be detected but can be
corrected too. With this coding theory started to develop along two main direc-
tions: probabailistic coding theory and algebraic coding theory. The basic idea is
to protect a message by adding some redundant information, thus in case even if
the message is corrupted, enough redundancy can help in recovering the message
completely. The main objects of study in algebraic coding are codes that are lin-
ear subspaces of finite-dimensional vector spaces over a finite field. In particular,
research was mainly devoted to cyclic codes that form a class of linear codes al-
lowing easier determination. The most important cyclic codes, BCH codes and
Reed Solomon codes [8, 45, 32] were discovered between 1958 and 1960. The
theory of algebraic codes indicates the fact that by adding more algebraic struc-
ture to the system, better descriptions can be obtained. A perfect illustration of
this fact is the work of S. D. Berman [5], who discovered that the Reed-Muller
codes over F2 may be described as ideals in group algebra over an elementary
abelian 2-group. Later, P. Charpin [13], generalized this over Fp.

In 1965 Buchberger introduced the theory of Greobner bases for polynomial ideals
in commutative polynomial rings over fields [9, 10, 11]. Since then a rich stream
of papers and many good books have been written on Groebner bases [1, 25,
46]. The ”Cooper philosophy” was the first instance of applications to associate
Groebner bases with linear codes [17]. Since then Groebner bases are considered
as basic tool in understanding and improving linear codes [12, 3]. Following are
a few examples [48]:

• Lally (2009) gives a description of quasi-cyclic codes in term of Groebner
bases of polynomial modules.
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• Borges-Quintana et al. (2009) provide a Groebner basis description for bi-
nary linear codes, allowing their decoding and the calculation of their dis-
tance.

• Martinez-Moro and Ruano (2009) present a new family of linear codes en-
dowed with a natural Groebner basis description.

1.3 Contribution of the Thesis

The main contributions of this thesis are as follows:

• A reduced Groebner basis for a class of ideals in a commutative polynomial
ring is constructed. A subclass of these ideals, when considered in a quo-
tient ring corresponds to generalized Reed Muller codes. Their encoding
and decoding procedures are also supplied. Furthermore, while studying
primitive Reed Muller codes, another interesting family of codes, superior
to primitive Reed Muller codes are discovered with designed Hamming dis-
tance [51].

• Recently linear codes have been associated to binomial ideals [48]. A linear
code is associated with a binomial ideal which is a sum of a toric and a non-
prime ideal. This correpondence allows to understand the in depth structure
of the linear code using methods from commutative algebra and algebraic
geometry. Graver bases, universal bases and the set of circuits are also
considered for this binomial ideal. It turned out that in binary case, all three
are equal [49].

• The main contribution of this work is a method by which a Groebner basis
(with respect to the lexicographic order requiring that any monomial con-
taining one of the information symbols is larger than any monomial contain-
ing only parity check symbols) can be read off directly from the generator
matrix of the considered code. This in return provides a very compact en-
coding procedure [52].

• For better understanding of a linear code the structure of a corresponding
binomial ideal is needed to be explored. For this, the syzygy module of this
ideal is also studied along with its finite free resolution [50]. The syzygy
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module of linear codes could be used to compare linear codes to decide
whether they are isomorphic or not.

1.4 Organization

This thesis consists of six chapters; a brief overview of the contents of each chap-
ter is as follows:

• Chapter 2 introduces some of the basic concepts of commutative polynomial
algebra. After defining monomials, term orderings and monomial ideals in
a commutative polynomial ring, the powerful theory of Groebner bases will
be introduced. Definition of toric ideal as a special form of binomial ideal
is given as toric ideals play an important role in this work. The chapter ends
with a review of Groebner bases for modules.

• Chapter 3 begins with a short review of basic coding theory. Cyclic codes
are defined as ideals in a quotient ring. This connection is established by
using Groebner basis. Lastly, some well known families of codes are given
along with their main features.

• Chapter 4 describes the relationship between coding theory and the Groeb-
ner bases theory by relating a linear code with a binomial ideal. Construc-
tion of the Groebner basis of that ideal results into better encoding proce-
dure. Universal Groebner bases, Graver bases and the set of circuits are also
studied for that ideal and found the situation quite close to that of toric ideal.

• Chapter 5 proposes a systematic method by which the reduced Groebner ba-
sis of a binomial ideal corresponding to the code can be constructed directly
from its generator matrix. This approach will be applied to Golay codes.

• Chapter 6 presents the binomial ideal in terms of its syzygy module. The
corrsponding finite free resolution and associated variety are also discussed.



Chapter 2

Polynomial Algebra

Certain sets of polynomials have special algebraic structure, they may be rings,
fields or ideals. Algebraic properties associated to these structures play a very im-
portant role in solving computational tasks involving polynomials. In this chapter,
we will discuss various aspects of polynomials which will play a fundamental role
in our later discussion. We will define ideals over polynomial rings and will give
brief summary on Groebner bases for ideals and modules. Most of the material
given in this section is taken from [1, 18].

2.1 Monomials

A monomial, in n indeterminates x1, . . . , xn, is a product of the form xu1
1 xu2

2 · · · x
un
n ,

where the ui are non-negative integers, and u = (u1, . . . , un). The total degree of
this monomial is the sum |u| = u1 + · · · + un.

2.1.1 Definition [Polynomial] A polynomial f in x1, x2, . . . , xn with the coeffi-
cients inK (whereK is any field) is a finite linear combination of the monomials,
written as

f =
∑

u

cuxu, cu ∈ K, (2.1)

cu is called the coefficient of the monomial xu = xu1
1 · · · x

un
n . If cu , 0 then we call

cuxu a term of f . The set of all polynomials in x1, x2, . . . , xn with coefficients in
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K is denoted by K[x] = K[x1, . . . , xn]. These polynomials in n variables, over a
fieldK, together with operations of addition and multiplication, satisfy all axioms
of ring, and so form commutative polynomial ring.

2.1.2 Example Let f = 3x2y + 6xy3 − 9y4 be a polynomial with three terms
and maximum degree 4. Here two terms are having the same degree, so in order
to arrange the terms of this polynomial we need term ordering. �

In the case of one variable we only deal with the degree ordering on the one-
variable monomials:

... > xn+1 > xn > xn−1... (2.2)

In the multivariate case, there are a lot more options. One basic requirement
is that the ordering structure must be consistent with polynomial multiplication.
Term orders are of critical importance when dealing with multivariate polynomial
rings. Specially, in the case of division algorithm, one needs to distinguish a
leading term in any polynomial.

2.1.3 Definition [Term Ordering] In order to arrange the terms of polynomial,
one must be able to compare every pair of polynomials. Let M denote the set of
all monomials in K[x]. A relation ≻ on M is an admissible ordering if for any
monomials m1,m2 and m3

• for any pair of monomials m1,m2 either m1 ≻ m2 or m2 ≻ m1 or m1 = m2,

• if m1 ≻ m2 and m2 ≻ m3 then m1 ≻ m3,

• m1 ≻ 1 for any monomial m1 , 1,

• if m1 ≻ m2 then mm1 ≻ mm2 for any monomial m.

Most commonly used term orderings are the following.

2.1.4 Definition [Lexicographic Order] Let u and v be elements of Nn
0 , we say

u ≻lex v if in u− v (as integer vector), the left most non-zero entry is positive. We
write xu ≻lex xv if u ≻lex v.
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2.1.5 Definition [Graded Lex Order] We say u ≻grlex v if |u|>|v| or |u| = |v| and
u ≻lex v.

2.1.6 Definition [Graded Reverse Lex Order] We say u ≻grevlex v if either |u|>|v|
or |u| = |v| and the right most non-zero entry of u−v (as integer vector) is negative.

Given a term order ≻, each non-zero polynomial f ∈ K[x] has a unique leading
term, denoted by lt( f ), given by the largest involved term with respect to the term
order. If lt( f ) = cxu, where c ∈ K, then c is the leading coefficient of f and xu is
the leading monomial (lm).

2.1.7 Example Let f = 4xy2z4z2 − 5x3 + 7x2z2 ∈ K[x, y, z].

• With respect to lex order f = −5x3 + 7x2z2 + 4xy2z + 4z2,

• with respect to grlex order f = 7x2z2 + 4xy2z − 5x3 + 4z2,

• with respect to grevlex f = 4xy2z + 7x2z2 − 5x3 + 4z2,

where underlined terms are the leading terms with respect to the corresponding
term order. �

An ideal is a special kind of subset of K[x] which behaves well with respect to
the ring operations.

2.1.8 Definition [Ideal] Specializing the general definition of an ideal to a polyno-
mial ring, we have the following: A subset I ⊆ K[x] is an ideal (or a polynomial
ideal) if it satisfies:

• 0 ∈ I.

• If f , g ∈ I, then f + g ∈ I.

• If f ∈ I and h ∈ K[x], then f h ∈ I.

An ideal I coincides with K[x] if and only if 1 ∈ I. The first natural example of
an ideal is the ideal generated by a finite number of polynomials.
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2.1.9 Definition Let f1, . . . , fs be polynomials inK[x]. Then the set

⟨ f1, . . . , fs⟩ = {h1 f1 + . . . + hs fs : h1, . . . , hs ∈ K[x]}

is an ideal inK[x], called ideal generated by ⟨ f1, . . . , fs⟩. This is the smallest ideal
inK[x] containing f1, . . . , fs.

2.1.10 Example LetK[x, y] = K[x1, . . . xn, y1, . . . ym] and consider the ideal

I = ⟨ f1, f2⟩ = ⟨1 + x, 1 + y⟩

The following are elements in I:

0, x − y, x + xy, x2y + x2 − yx − y. (2.3)

�

The radical of an ideal I is defined as a set
√

I = { f ∈ K[x] : f m ∈ I, for some m > 0}.

An ideal I is a radical ideal if
√

I = I.

2.1.11 Example Let I = ⟨x2y3⟩ ⊂ K[x, y]. Then
√

I = ⟨xy⟩. �

Another interesting class of ideals is the class of monomial ideals. Computations
with these ideals are much easier when compared to polynomial ideals. Many
invariants can be effectively computed for monomial ideals. As a result one can
solve several problems by reducing them to monomials.

2.1.12 Definition [Monomial Ideal]

A monomial ideal I inK[x1, x2, . . . xn] is a polynomial ideal, generated by mono-
mials.

2.1.13 Example I = ⟨y3, xy, y4⟩ is a monomial ideal. �

The crucial fact about monomial ideals is that they are finitely generated (Dick-
son’s lemma).
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2.2 Groebner Bases

The concept of Groebner bases was introduced by Bruno Buchberger in 1965 in
the context of his work on performing algorithmic computations in residue classes
of polynomial rings. Buchberger’s algorithm for computing Groebner bases is a
powerful tool for solving many important problems in polynomial ideal theory.
The main idea behind the Groebner bases technique is that if I = ⟨ f1, f2, . . . , fn⟩
is an ideal then a Groebner basis algorithm will find the least complex list of
polynomials that generates I, but it definitely depends on the choice of term order.
Choosing a “wrong” term order will result into a more complex situation. In order
to introduce the theory of Groebner bases we need to define the ideal of leading
terms inK[x].

2.2.1 Definition Given a term order ≻, each non-zero polynomial f ∈ K[x] has
a unique leading term, denoted by lt( f ). If I is an ideal in K[x], then lt(I) is the
monomial ideal generated by the leading terms of its elements,

lt(I) = ⟨lt( f ) | f ∈ I⟩.

This is also called an initial ideal. The monomials that do not lie in the ideal lt(I)
are called standard monomials. A finite subset G of I is a Groebner basis for I
with respect to ≻ if the ideal lt(I) is generated by the set of leading terms in G,

lt(I) = ⟨lt(g) | g ∈ G⟩.

Informally, a subset {g1, . . . , gn} ⊆ I is a Groebner basis of I if and only if the
leading term of any element of I is divisible by one of the leading term lt(gi)
where 1 ≤ i ≤ n. Hilbert Basis Theorem implies that every ideal in a polynomial
ring is finitely generated. In particular lt(I) is generated by finitely many terms.

Every ideal I ⊆ K[x1, x2, . . . , xn] has a Groebner Basis. We can use Maple and
other computer algebra programs [29] to compute a Groebner basis of an ideal.
Groebner bases are good generating sets in the sense that they allow us to solve
many problems like the solution to systems of equations.

2.2.2 Example Let I = ⟨ f1, f2⟩ where f1 = x3 − 2xy and f2 = x2y − 2y2 + x.
Then { f1, f2} is not a Groebner basis for I w.r.t grevlex order since x2 ∈ lt(I) but
x2 < ⟨lt( f1), lt( f2)⟩. �
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2.3 Classification of Groebner bases

There are many systematic ways by which we can determine that whether a basis
is a Groebner basis or not. First very important observation about Groebner bases
is that if we ”divide” any polynomial f in K[x] by Groebner basis of an ideal
I, we always get a unique remainder. This enables us to determine whether a
polynomial f lies in I or not. Before we proceed further the concept of division in
context of several variables needs to be explained.

2.3.1 The Reduction Process

The division algorithm for polynomials in one variable states that if f and g are
polynomials such that g , 0 then there exist q and r such that f = q · g + r where
either r = 0 or deg(r) < deg(g). In order to generalize this concept of division
algorithm to the polynomial ring inK[x], one needs to use term orderings, which
have been defined earlier. To be more precise, let f be a polynomial in K[x] and
let G = (g1, g2 . . . gn) be an ordered sequence of polynomials in several variables.
Fix some admissible term ordering. The remainder in this case can recursively
be described as follows: If lt(gk) divides lt( f ), then define rem( f , g1, . . . , gn) =
rem( f −l·gk, (g1, g2, . . . , gn)), where k is the smallest index such that lt(gk) divides
lt( f ) and l is the term chosen so that lt( f ) = lt(l · gk). If no lt(gi) divides lt( f ),
then define rem( f , (g1, g2, . . . , gn) = lt( f ) + rem( f − lt( f ), (g1, g2, . . . , gn)). The
process is finite since in both cases the leading monomial drops. The following
proposition gives a criterion to decide whether a polynomial f ∈ K[x] belongs to
an ideal I ⊆ K[x] or not.

2.3.1 Proposition Let G = {g1, g2, . . . gn} be a Groebner basis for an ideal
I ⊆ K[x1, x2, . . . xn] and let f ∈ K[x1, x2, . . . xn]. Then f ∈ I if and only if the
remainder on division of f by G is zero.

2.4 Computing Groebner Bases

Once the concept of division is clear in the case of several variables, one can now
compute Groebner bases of an ideal from its generating set, which crucially de-
pends on the term ordering, different term orders may result into different Groeb-
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ner bases. The Groebner basis from any set of generators of an ideal can be
constructed by computing S-polynomial defined below.

2.4.1 Definition Let f and g be non-zero polynomials in K[x]. Define the S-
polynomial of f and g w.r.t some fixed term ordering, as

S( f , g) =
lcm(lm( f ), lm(g))

lt( f )
f − lcm(lm( f ), lm(g))

lt(g)
g

where lcm denotes the least common multiple.

The S-polynomial cancels the leading terms of f and g according to the term
ordering.

2.4.2 Example If ( f , g) = (x2, xy − y2) and the ordering is lex then

S( f , g) =
x2y
x2 x2 − x2y

xy
.(xy − y2) = xy2 (2.4)

�

The following criterion determines that whether a set is a Groebner basis for an
ideal or not.

2.4.3 Theorem Let {g1, g2, . . . , gn} be a set of monic polynomials in K[x]. Then
{g1, g2, . . . , gn} is a Groebner basis of the ideal it generates if and only if

rem(S(gi, g j)) = 0 for all i , j.

Groebner bases are not unique. However a reduced Groebner basis is always
unique.

2.4.4 Definition A Groebner basis G = {g1, g2, . . . , gn} for the ideal I in K[x]
is said to be minimal if each gi, 1 ≤ i ≤ n, is monic and the leading term of
the generator gi is not divisible by the leading term of another generator g j where
i , j. A Groebner basis G is called reduced basis if it is minimal and no term in
gi is divisible by lt(g j) for any i , j.
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There are many features which comtribute to the theory of Groebner basis such as
Groebner basis can be constructed w.r.t arbitrary admissible orderings and lexical
orderings having the elimination properties [57] or can be designed for desired
orderings [15]. For extensive study of Groebner bases reader is referred to [1, 25,
4, 35].

2.5 Binomial Ideal

The following ideals are of great importance in this work. A binomial in a poly-
nomial ring is a polynomial with two terms, say axu + bxv.

2.5.1 Definition [Binomial Ideal]

A binomial ideal is an ideal ofK[x] generated by binomials.

If I is a binomial ideal then the radical, associated primes, and isolated primary
components of I are again binomial, and I admits primary decompositions in terms
of binomial primary ideals [23]. Moreover these ideals have a finite number of bi-
nomials generators in a polynomial ring. Next we describe the notion of toric
ideal which is a special type of binomial ideal. Let y1, · · · , yd and x1, · · · , xn be
indeterminates over a field K. Let A = (ai, j) be a d × n matrix with nonnega-
tive integer entries. The columns of A give rise to a collection of monomials in
K[y1, . . . , yd] given by

m j = ya1, j

1 · · · y
ad, j

d , 1 ≤ j ≤ n.

The ideal associated to the matrix A is the kernel of theK-algebra homomorphism

ϕ : K[x1, . . . , xn]→ K[y1, . . . , yd] : x j 7→ m j, 1 ≤ j ≤ n. (2.5)

This is a toric ideal and is denoted by IA. A toric ideal is prime since it is the
kernel (kerϕ) of a homomorphism into an integral domain [21, 33, 56].

2.5.2 Proposition The toric ideal IA is generated by

IA = ⟨xu − xv : Au = Av,u, v ∈Nn
0⟩. (2.6)
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Proof: Choose f ∈ IA a polynomial, which cannot be written as a linear combina-
tion of the binomials given in the generating set. Let lt( f ) = xu be minimal w.r.t
≻. Now f ∈ kerϕ, hence xu gets cancelled with some xv after applying ϕ. Also
xv is less than xu since it is not the leading term. Let g = xu − xv, ϕ(g) = 0 and so
ϕ( f − g) = 0, f , g. Moreover lt( f ) ≻ lt( f − g), hence by assumption f − g can
be written as a linear combinition of binomials, which is a contradiction. �

Hilbert Basis Theorem tells us that IA is generated by finitely many binomials
from the above set. A Groebner basis for the ideal I = IA can be computed from
the ideal [6, 56]

J = ⟨x j −m j : 1 ≤ j ≤ n⟩. (2.7)

For this, observe that I = J ∩ K[x1, . . . xn]. Moreover, since J is generated by
binomials, Groebner bases theory implies that all the elements in any reduced
Groebner basis for J are binomials, too. Suppose G is a Groebner basis for J with
respect to an elimination term order in which any monomial containing one of the
yi is greater than any monomial containing only the x j. Then I has the Groebner
basis G∩K[x1, . . . xn] and so is also generated by binomials. Another description
of computation of Groebner basis for toric ideals is given in [44].

2.5.3 Example Consider the matrix A =
(

3 2 1 0
0 1 2 3

)
. The toric ideal

associated to this matrix has the following Groebner basis:

IA = ⟨x1x3 − x2
2, x1x4 − x2x3, x2x4 − x2

3⟩

�

It is worth noticing here that not all binomial ideals are toric ideals, i.e the ideal
I = ⟨x2 − y2⟩ is a binomial ideal but not prime since (x − y)(x + y) ∈ I but
(x − y), (x + y) < I.

2.6 Groebner Bases for Modules

Modules are to rings what vector spaces are to fields [1, 38]. Let K be a field
and R = K[x1, . . . , xn] be a commutative ring with identity, a set M is called an
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R-module provided that M is an abelian group under addition and multiplication
by elements of R satisfying the following axioms:

• for every r ∈ R and m ∈M, rm ∈M,

• for every r ∈ R and m,m ∈M, r(m +m′) = rm + rm′,

• for every r, r′ ∈ R and m ∈M, (r + r′)m = rm + r′m,

• for every r, r′ ∈ R and m ∈M, r(r′m) = rr′m,

• for every m ∈M, 1m = m.

The simplest example of modules are those which consist of all m× 1 columns of
R:

Rm =




r1
...

rm

 : ri ∈ R, for all 1 ≤ i ≤ m

 (2.8)

where addition and scalar multiplication are defined component-wise,
r1
...

rm

 +


r1
...

rm

 =


r1 + r1
...

rm + rm

 (2.9)

and

r


r1
...

rm

 =


rr1
...

rrm

 (2.10)

A module satisfies almost the same axioms as a vector space, with elements taken
from a ring rather than a field. Unlike vector spaces modules need not have a
linearly independent generating set but if a module has one, then that is called
a free module. For example the R-module Rm is a free module. A submodule
of an R-module M is a subset of M, which itself is an R-module. Next, the
generalisation of the theory of Groebner bases to submodules of Rm is described.
Construction of these bases goes parallel to what we have for ideals in polynomial
rings. Consider the standard basis of Rm,
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e1 = (1, . . . , 0)T, e2 = (0, 1, . . . , 0)T, · · · , en = (0, . . . , 1)T.

Recall that a monomial in R is an element of the form xu = xu1
1 xu2

2 · · · x
un
n , where

u = (u1, . . . , un) ∈ Nn
0 is a lattice point. More generally, a monomial m in Rm

is an element of the form xuei for some i. The product c · m of a monomial
m ∈ Rm with an element c ∈ R is called a term and c is called its coefficient. Each
element f ∈ Rm can be uniquely written as an R-linear combination of monomials
mi ∈ Rm,

f =
∑

i

cimi, 0 , ci ∈ R. (2.11)

If m and n are monomials in Rm, m = xuei and n = xve j, then m is divisible
by n if i = j and xu is divisible by xv. If m is divisible by n, then the quotient
m/n is defined to be xu/xv = xu−v ∈ R. Thus if n divides m, then m = (m/n) ·
n. Moreover, if i = j then the least common multiple of m and n is given as
the least common multiple of xu and xv times ei; otherwise, the least common
multiple is defined to be 0. In order to construct Groebner basis for Rm, we need
to define the the concept of division in modules which depends heavily on term
order [1, 18]. By a term order on monomials of Rm, we mean a total order, ≻, on
these monomials satisfying the following conditions:

• X ≻ ZY, for every monomial X of Rm and monomial Z , 1 of R;

• if X ≻ Y, then ZX ≻ ZY for all monomials X,Y ∈ Rm and every monomial
Z ∈ R

For any term order ≻ on R, two term orders on Rm can be defined naturally :

• (the TOP extension of ≻ ) xuei ≻TOP xve j if and only if xu ≻ xv, or if xu = xv

and i < j

• (the POT extension of ≻) i.e., xuei ≻POT xve j if and only if i < j, or if i = j
and xu ≻ xv [1, 18].

Given a term order ≻ on Rm, each non-zero element f ∈ R has a unique leading
monomial, denoted by lt( f ), which is given by the largest involved monomial with
respect to the term order.
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Once a term ordering on Rm is fixed, the division algorithm in R can be easily
extended to the R-module Rm. The basic idea behind the division algorithm is the
same as for polynomials, i.e to divide the polynomial of a module by an ordered
sequence of elements of a module until the division process can not be done any-
more. For this, let f be an element in Rm which is to be divided by an ordered
sequence G = (g1, . . . , gs) of elements in Rm. The key operation is the reduction
of a partial dividend p (p = f to start) by an gk (k is assumed to be minimal) such
that lt(gk) divides lt(p). If lt(p) = t · lt(gk) for some term t ∈ R, then p is replaced
by p − t · gk. This reduction step can be stated by the recursion

rem(p, (g1, . . . , gs)) = rem(p − t · gk, (g1, . . . , gs)). (2.12)

If at some point, no reduction is possible then lt(p) is not divisible by any of the
lt(gi). In this case, the leading term of p is subtracted and placed in the remainder.
This step is given by the recursion

rem(p, (g1, . . . , gs)) = lt(p) + rem(p − lt(p), (g1, . . . , gs)). (2.13)

The reduction stops when p is reduced to 0; it always terminates since in both
cases the leading term of p drops.

Let M be a submodule of Rm and let ≻ be a term order on Rm. We denote by
lt(M) the (monomial) submodule generated by the leading terms of all f ∈ M
with respect to ≻.

A finite subset G = {g1, . . . , gs} of M is called a Groebner basis for M with
respect to ≻ if the submodule of leading terms equals the submodule of leading
terms generated by the elements of G, i.e.,

lt(M) = ⟨lt(g1), . . . , lt(gs)⟩. (2.14)

If G is a Groebner basis for M, then f ∈ Rm lies in M if and only if the remainder
on division by G is 0. The computation of Groebner bases depends on a gener-
alization of Buchberger’s S-criterion. For this, let f and g be elements of Rm.
Define the S-vector of f and g as

S( f , g) =
m

lt( f )
f − m

lt(g)
g, (2.15)

where m is the least common multiple of the leading monomials of f and g. Thus
the S-vector S( f , g) cancels the initial terms of f and g according to the term
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ordering. Buchberger’s S-criterion says that a set G = {g1, . . . , gs} in Rm is a
Groebner basis for the module it generates if and only if the remainder on division
by G of S(gi, g j) is 0 for all i, j.

A reduced Groebner basis for a submodule M of Rm and a term order ≻ can be
calculated by Buchberger’s algorithm that starts with any set of generators for M.
In the most rudimentary form, the algorithm appends in each step the remainders
of the S-vectors between each pair of generators to the generating set until these
remainders are all 0.

2.7 Syzygies and Finite Free Resolution

The existence of a Groebner basis for each submodule of Rm also shows that each
submodule of Rm is finitely generated. However, submodules of Rm eventually
have no bases (in the sense of linear algebra). Thus to handle computations in a
module requires not only a generating set, but also the set of all relations satisfied
by the generators. More specifically, let F = ( f 1, . . . , f t) be an ordered t-tuple
of elements in Rm. A relation on F is an R-linear combination of the f i which is
equal to 0,

h1 f 1 + . . . + ht f t = 0. (2.16)

We think of a relation on F as an element h = (h1, . . . , ht)T of Rt. Such relations are
called syzygies. The set of all relations on F forms an R-submodule of Rt, called
the (first) syzygy module of ( f 1, . . . , f t) and denoted by Syz( f 1, . . . , f t) [1, 18].

In particular, suppose that G = {g1, . . . , gt} is a Groebner basis for a submodule
M of Rm. Consider the corresponding S-vector

S(gi, g j) =
mi j

lt(gi)
gi −

mi j

lt(g j)
g j, 1 ≤ i, j ≤ t, (2.17)

where mi j is the least common multiple of the leading monomials of gi and
g j. Since G is a Groebner basis, by Buchberger’s S-criterion, the remainder of
S(gi, g j) upon division by G is 0, and the division algorithm gives an expression

S(gi, g j) =
t∑

k=1

hi jkgk, (2.18)
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where hi jk ∈ R and lt(hi jkgk) ≻ lt(S(gi, g j)) for all i, j, and k. Let hi j ∈ Rt denote
the column vector

hi j = hi j1e1 + . . . + hi jtet ∈ Rt. (2.19)

For each pair (i, j), 1 ≤ i, j ≤ t, such that mi j , 0, define

si j = hi j −
mi j

lt(gi)
ei +

mi j

lt(g j)
e j =



hi j1
...

hi ji − ai
...

hi j j + a j
...

hi jt


∈ Rt, (2.20)

where ai = mi j/ lt(gi) and a j = mi j/ lt(g j). Otherwise, put si j = 0. Note that
S(gi, g j) and S(g j, gi) only differ by the sign and so it suffices to consider the si j

only for i < j.

By Schreyer’s theorem [1, 18, 53], the set {si j | 1 ≤ i, j ≤ t} forms a Groebner
basis for the syzygy module M = Syz(g1, . . . , gt) with respect to the term order ≻
on Rt defined as follows:

xuei ≻ xve j if lt(xugi) ≻ lt(xvg j), or if lt(xugi) = lt(xvg j) and i < j.

2.7.1 Example Let R = Q[x, y, z,w] and I = ⟨x2 − yw, xy − wz, y2 − xz⟩.
The reduced Groebner basis of I with respect to degrevlex order is {g1, g2, g3}
where g1 = x2 − wy, g2 = xy − wz, g3 = y2 − xz, with x > y > z > w. Also
lt(g1) = x2, lt(g2) = xy, lt(g3) = y2. Least common multiples are

m11 = x2y,m12 = x2y2,m13 = xy2.

Now S(g1, g2) = −wg3 so s12 = (−y, x,−w)T. Similarly s13 = (−y2 + xz, 0, x2 −
yw)T and s23 = (z,−y, x)T. Hence Syz(g1, g2, g3) = ⟨(−y, x,−w)T, (−y2+xz, 0, x2−
yw)T, (z,−y, x)T⟩. Since s13 = ys12 + xs23, we are left with only two generators:
Syz(g1, g2, g3) = ⟨(−y, x,−w)T, (z,−y, x)T⟩. �

Let M be a submodule of Rm with generating set F = { f 1, . . . , f t}. The generators
give rise to a surjective homomorphism ϕ0 : Rt → M sending (h1, . . . , ht)T ∈ Rt
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to
∑

i hi f i ∈ M. It follows that the syzygies on f 1, . . . , f t form the kernel of
ϕ0. Choosing a set of generators g1, . . . , gs for the syzygy module Syz( f 1, . . . , f t)
corresponds to choosing a homomorphism ϕ1 of Rs onto the kernel of ϕ0, which
amounts to the fact that im (ϕ1) = ker(ϕ0). Equivalently, the sequence

Rs → Rt →M→ 0

is exact at Rt. Moreover, in order to understand the syzygy module Syz( f 1, . . . , f t),
we not only need its generators g1, . . . , gs, but also the set of relations on these
generators, the so-called second syzygies, and so on. The connection between a
module M and its syzygies can be summarized in an exact sequence of the form

· · · → F2
ϕ2→ F1

ϕ1→ F0
ϕ0→M→ 0, (2.21)

where all modules Fi are free R-modules. Such a sequence is called a free reso-
lution of M. If there is an index ℓ such that Fℓ , 0 and Fℓ+1 = Fℓ+2 = . . . = 0,
then the resolution is said to be finite of length ℓ. The famous Hilbert Syzygy
Theorem says that each finitely generated R-module has a finite free resolution
whose length is not exceeding the number of variables.





Chapter 3

Algebraic Coding Theory

Communicating accurate information is extremely important and arises in a vari-
ety of situations. In 1948 C.E. Shannon gave a formal description of a commu-
nication system and introduced a theory about coding. Later R.W. Hamming in
1950 showed how to construct and decode algebraic codes. This incorporation of
algebraic structure to codes enabled researchers to provide better codes and to in-
troduce more efficient decoding algorithms. In this chapter first some definitions
and some known results regarding coding theory are presented. In the second sec-
tion the notion of algebraic codes will be introduced. The last section is related
to the introduction of one of the oldest codes namely Reed Muller codes. Most of
the material in this chapter is taken from [47, 40].

3.1 Basic Coding Theory

The main aim of coding theory is the transmission of messages over noisy chan-
nels and develop techniques to recover the original message which may be dis-
torted due to the noise present. All information is sent as a sequence of ‘words’ or
blocks of zeros and ones. Each block is then translated into a longer block called
a ‘coded-word’. This encoding is formulated so that any two codewords look very
different. Formally:
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3.1.1 Definition [Word] Let F = {a1, . . . , aq} be a set of size q, which we refer to
as a code alphabet and whose elements are called code symbols. A q-ary word of
length n over F is a sequence x = x1x2 . . . xn with each xi ∈ F for all i. Equiva-
lently, x may also be regarded as the vector (x1, . . . , xn).

3.1.2 Remark In practice, and specially in this work, the code alphabet is often
taken to be a finite field Fq of order q. The following is the set of all words of
lenght n with entries in Fq:

Fn
q = {(x1, . . . , xn) : xi ∈ Fq} (3.1)

No errors can generally be detected or corrected if all elements of Fn are used as
messages. The obvious idea is to only use a subset. A code C of length n is a
non-empty subset of a set Fn. Its elements are called codewords. If |F| = q, we
say that C is a q-ary code. When q = 2, we say that C is a binary code. In order to
measure how much the codewords in a code differ from one another we need the
following definition.

3.1.3 Definition [Hamming Distance] Let x, y be the words of length n over F.
The Hamming distance d(x, y) is the number of coordinates where x and y differ,

d(x, y) = |{i : 1 ≤ i ≤ n, xi , yi}|. (3.2)

The Hamming distance can be thought of as the number of positions required to
change a codeword x into another codeword y.

The Hamming weight of the vector x is the number of non-zero coordinates and it
is denoted by wt(x). The set of words of length n over F, equipped with Hamming
distance d, is a metric space. An important invariant of a code C is the minimum
distance among the codewords.

3.1.4 Definition [Minimum Distance] The minimum distance d = d(C) of a code
C is the minimum Hammming distance between two distinct codewords in C, i.e.,

d = min{d(x, y) : x, y ∈ C, x , y} (3.3)

whereas minimum weight is

wtC = min{wt(x) : x ∈ C, x , 0}. (3.4)
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3.1.5 Example The binary repetition code of length 5 has minimum distance
5 since the two codewords differ in all five positions. �

The notion of minimum distance enables us to measure the error detection and
correction capabilities of the code. The following result explains that fact.

3.1.6 Theorem A code C can detect up to t errors if its minimum distance is
t + 1 or greater and can correct up to t errors if its minimum distance is 2t + 1 or
greater.

We will describe the error correcting capabilities of codes through the geometric
point of view. Given x ∈ Fn, we will denote Br(x), the closed ball of radius r
centered at x:

Br(x) = {y ∈ Fn : d(y, x) ≤ r}.

From above we know that if d(C) ≥ 2t+1 then for x, y ∈ C, x , y, Bt(x)∩Bt(y) =
∅. For if z ∈ Bt(x) ∩ Bt(y), then 0 , d(x, y) ≤ d(x, z) + d(z, y) ≤ 2t < d(C).
So, geometrically, t-spheres centered at distinct codewords do not overlap. This
means that if t or fewer errors have occured during the transmission, they can
be corrected by the nearest neighbour decoding, i.e., any codewords lying in any
sphere will be decoded as its center.

For x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Fn the scalar product between x and y
is x · y = x1y1 + · · · + xnyn. If x · y = 0 then x and y are called orthogonal. Let
C be a code we define the orthogonal code of C, as the set of vectors which are
orthogonal to all codewords of C:

C⊥ = {x ∈ Fn : x · c = 0 for every c ∈ C}

If C ⊆ C⊥ then C is called a self orthogonal code and if C = C⊥ then C is called a
self dual code.

3.1.7 Definition A code C over F is said to be an [n,M, d] code if

• d = d(C) is the minimum distance of C,

• |C| =M is the number of codewords in C, and
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• each codeword has length n.

A “good [n,M, d] code” is one which has minimum n, for the purpose of speedy
transmission, maximum M, so that large number of messages can be encoded
and maximum d, in order to detect and correct as many errors as possible. As a
mathematical optimization problem, M needs to be maximized with the condition
that [n,M, d] code exists. The following definition gives some bounds on codes.
If C is t error correcting, spheres around each codeword are disjoint, we begin by
counting the words in a sphere. Let F = Fq and let y ∈ Br(x), where r ≤ n and
x ∈ Fn

q . Clearly, d(x, y) = i means that y differs from x in exactly i positions.
These i positions can be chosen in

(n
i

)
ways. For each position we can choose any

symbol other than the symbol appearing in x in that position, it gives us q − 1
choices, for i symbols there will be (q − 1)i choices. By varying i and adding the
resulting numbers, we get all words in a sphere. Hence, the total number of words
in all spheres is:

M ·
((

n
0

)
+ (q − 1)

(
n
1

)
+ . . . + (q − 1)t

(
n
t

))
(3.5)

which cannot be larger than qn. The following is known as sphere packing bound
(or Hamming bound):

M ≤
(

qn(n
0

)
+ (q − 1)

(n
1

)
+ . . . + (q − 1)

(n
t

)) . (3.6)

Codes which satisfy this condition are called perfect codes. For example, there is
a perfect code [7, 16, 3] code, known as Hamming code.

3.2 Finite Fields

For deeper analysis and construction of linear codes, the alphabet is endowed
with some meaningful structure, that is usually of a finite field [39, 47]. Finite
fields play a major role in coding theory. A field is a set F together with two
operations namely, +, called addition and ·, called multiplication. The set F is
an abelian group under addition with additive identity called zero, denoted as 0,
the set of all non-zero elements is also an abelian group under multiplication with
multiplicative identity 1; and multiplication distributes over addition. The field
F is finite if it has finite number of elements, the number of elements in F is
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called the order of F. In general a field with p elements is denoted by Fp. Most
commonly used finite fields are the fields of integers modulo p, when p is prime.
Let F be a field, the characteristic of F is the least positive interger r such that
r · 1 = 1 + 1 + ... + 1 is 0, where 1 is the multiplicative identity of F. If no such r
exists then the characteristic is defined as 0. The set of p distinct elements of Fp is
isomorphic to the field Fp of integers modulo p. Following are a few basic results
on finite fields: Let Fq be a finite field with q elements. Then:

• If F is a finite field then F has prime characteristic.

• If characteristic of F is p then F has pm elements for some positive integer
m.

• Fq is a vector space over Fp of dimension m, where q = pm.

• Fq is unique up to isomorphism.

Familiar examples of fields are the fields of real numbers and complex numbers.
Both of these fields contain infinitely many elements. The smallest field of or-
der two consists of two elements i.e. {0, 1}, multiplication is “same” as for real
numbers while addition is mod 2. If Fq is a field of order q, then the set Fn

q is an
n-dimensional vector space with addition of vectors and multiplication of vectors
by a scalar from Fq:

(x1, . . . , xn)T + (y1, . . . , yn)T = (x1 + y1, . . . , xn + yn)T

α(x1, . . . , xn)T = (αx1, . . . , αxn)T, α ∈ Fq.

There are several ways by which one can represent the elements of finite fields.
Here they are described via factor rings Fq[x]/⟨g⟩, where g is an irreducible poly-
nomial of degree n in Fq[x]. It is well known that the elements of a quotient ring
are in one to one correspondence with the possible remainders on division by g.
Hence the elements of the field Fq may be represented by the cosets modulo ⟨g⟩
of the polynomials of degree n − 1 or less:

a0 + a1(x).... + an−1xn−1, ai ∈ Fq.
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3.3 Linear Codes

So far only the basic definitions are provided. In order to make implementation
of codes easier, concept from algebra are introduced, and with this coding theory
becomes more elegent. One of the great advantages of using a field as a code
alphabet is that one can perform vector space operations on the codewords. Since
we have assumed Fq to be a field so Fn

q is an n-dimensional vector space over Fq

as described earlier.

3.3.1 Definition [Linear Code] A linear code C of length n is a linear subspace of
the vector space Fn

q where Fq is the finite field with q elements.

As explained earlier that the minimum weight of a code is the smallest non-zero
weight of any code. Since C is a linear code, C + c = C for all c ∈ C, hence
minimum weight and distance coincide. So here we observe the first advantage
of a linear code, that is instead of comparing all the codewords for minimum
distance, we just calculate the minimum weight. Since, C is a subspace of Fn

q , we
can choose a basis for this subspace. Suppose a set of k-words of length n is a
basis of C, i.e., C = ⟨c1, . . . , ck⟩, then C has qk codewords. We can arrange these
vectors as rows of k × n-matrix G, known as its generator matrix.

c11 . . . ckl
... . . .

...
ck1 . . . ckn

 (3.7)

By using this matrix, we can encode any message, i.e., if x ∈ Fk
q is a message of

length k then it may be encoded as the codeword xG. The encoding procedure is
particularly simple when the generator matrix is in the standard form: G = (Ik,A)
where Ik is the identity matrix of size k. In this case the original message x is
regained from xG by deleting the last n − k terms. These last terms are called
parity check digits. If a code C has generator matrix G in the standard form then
the corresponding parity check matrix is H = (−At, In−k). Note the GHt = 0
which implies that c is a codeword if and only if cHt = 0.

3.3.2 Remark A linear code C with length n, dimension k and minimum distance
d is called an [n, k, d] code over Fq. Since there are qk distinct codewords, hence
an [n, k, d] code can be referred as [n, qk, d] code.
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3.3.3 Example The matrix G = (I4,A) where

A =


1 0 0 0 0 1 1
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1


is a generater matrix for an [7, 4, 3] code known as binary Hamming code. The
codewords generated by the rows of G are:

0000000 1111111 1000011

0111100 0100101 1011010

0010110 1101001 1101001

1110000 0011001 1100110

0101010 1010101 1001100

0110011 0001111

�

So far we have explained a method for efficient generation of linear codes using
generator matrix. Codewords are obtained simply by multiplying a message with
a generator matrix. When it comes to recovering the original message, which
has been transmitted over a noisy channel, the main objective is to make the best
possible guess regarding the originally transmitted codeword on the basis of the
received word. One obvious decoding algorithm is to examine all codewords un-
less one is found with a minimum distance d or less from the received word. This
strategy is known as nearest neighbour decoding. But this is possible for codes
with a small number of codewords. In order to counter this problem a more effi-
cient decoding method known as syndrome decoding is introduced. This method
is based on the standard array which is a table in which the elements of Fn

q are
arranged into cosets of C.

3.4 Syndrome Decoding

Assume that c ∈ C is transmitted and y = c + e is received. If C = {c1, . . . ck} is a
code with dimension k, the set E of possible error patterns is [36]:

E = {y − c1, . . . y − ck} = {y − c : c ∈ C} = y − C. (3.8)
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Given a received vector y there is a one to one correspondence between the pos-
sible error patterns and the codewords. When C is a linear code, then

E = y − C = y + C = {y + c : c ∈ C} (3.9)

thus the set of all possible error patterns corresponding to the recieved word y is
precisely y + C, known as the coset of C. Formally, let C be an [n, k, d] code over
Fq. For any x ∈ Fn

q , the set

x + C = {x + c : c ∈ C}

is called a coset of C. Since C is a linear space, the distinct cosets partition Fn
q

into qn−k sets of size qk. Thus, in order to decode, we must examine the coset
corresponding to the recieved vector, to find the appropriate error pattern.

3.4.1 Definition Let H be a parity check matrix for C. The syndrome s associated
with the received word y is s = yHT. Observe that

s = yHT = (c + e)HT = cHt + eHT = eHT. (3.10)

the sydrome depends only on error pattern e and not on the transmitted codeword.
The following assertion shows the close relationship between the syndromes and
cosets of C.

3.4.2 Theorem Two vectors x, y ∈ Fn yield the same syndrome if and only if they
are elements of the same coset of C.

3.4.3 Definition Let C be [n, k, d] code. For any coset x+C and any vector y ∈ C,
we say that y is a coset leader if it is an element of minimum weight in the coset.

Since the syndrome determines the coset, and the error pattern must be an element
of the coset, hence the syndrome is the sufficient statistic for determining the error
pattern.

3.4.1 Decoding Linear Codes

Let y be a received word. We want to find a vector e of smallest weight in the
coset containing y [48].
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• after recieving a vector y, compute the syndrome s = yHT;

• find z, a coset leader of the corresponding coset;

• the decoded word is c = y − z;

• recover the message m from c.

The above procedure requires to construct a standard array (list of elements of
each coset of C) that contains the 2n vectors ordered by coset. Then the complexity
of the decoding procedure is exponential in terms of memory occupancy.

3.5 Cyclic Code

Cyclic codes form a subclass of linear codes [47]. Most of the important lin-
ear codes used in practice are cyclic. They are based on polynomials over finite
fields so ring theory is used to perform coding theory operations. This additional
structure allows very efficient encoding and decoding procedures.

3.5.1 Definition Let C be linear code of length n over Fq. The code C is cyclic if
for every word (c1, c2, . . . , cn) ∈ C the cyclic shift (cn, c1, . . . , cn−1) is also in C.

For instance, the code {000, 011, 101, 110} is cyclic. Transition of this concept to
algebra is as follows: take (a0, a1, . . . , an−1) ∈ Fn

q , associate a polynomial

a0 + a1x + . . . + an−1xn−1 ∈ Fq[x]/⟨xn − 1⟩, (3.11)

where Fq[x] is a polynomial ring in one variable and I is the ideal of Fq[x] gener-
ated by xn−1. Any element of factor ring R = Fq[x]/I has a unique representation
which is a polynomial of degree at most n − 1. Clearly this residue class ring is
isomorphic to Fn

q as a vector space over Fq.

Proposition 3.1 Let R = Fq[x]/⟨xn − 1⟩. A vector subspace C of R is a cyclic
code if and only if C is an ideal in R.

A cyclic code C can be obtained by multiplying each polynomial of degree less
than k by a fixed polynomial g(x) of degree n − k with g(x) a divisor of xn − 1.
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Also since every ideal in R = Fq[x]⟨xn − 1⟩ is principal, hence every cyclic code
can be generated by a monic polynomial of lowest degree in the ideal. It can be
stated as follows:

Let C = ⟨g(x)⟩ be a cyclic code. Then g(x) is called the generator polynomial of
C and h(x) = (xn − 1)/g(x) is called the parity check polynomial of C.

3.6 Ideals as Linear Codes

Cyclic codes can be defined in several ways but the most elementary way is to
define them in terms of ideals in a quotient ring. The above concept of one-
dimensional cyclic codes can be naturally extended to n-dimensional cyclic codes.
In what follows,K[x] = K[x1, . . . , xn]. The quotient ring

R = K[x]/I, (3.12)

where I is an ideal inK[x] is defined as:

3.6.1 Definition The quotient ofK[x] mod I is the set of all equivalence classes:

K[x]/I = {[ f ] : f ∈ K[x]} (3.13)

where

[ f ] = {g ∈ K[x] : f − g ∈ I}.

SinceK[x] is a ring we define sum and product as:

[ f ] + [g] = [ f + g] and [ f ] · [g] = [ f · g]

The set K[x]/I is a ring under the operations defined above. This forces one
to think of ideals in this ring. The definition is the same as the definition of
ideals in K[x]. For the purpose of computation in this quotient ring, we need
to define the form of elements first. The description of simple representatives of
these equivalence classes stems out of the fact that the remainder on division of
a polynomial f by a Groebner basis G for an ideal I is uniquely determined by
the polynomial f . Let G be a Groebner basis of an ideal I. Also consider the
ideal defined by the leading terms of I, lt(I), as given in the previous chapter. The
following map:
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ϕ : K[x]/I→ S (3.14)

defined by

ϕ[ f ] = f G, where S = Span(xα : xα < lt(I))

establishes a one to one correspondence between the classes K[x]/I and the ele-
ments of S. Formally, this can be descibed as follows [18, 25]:

Proposition 3.2 Let I ⊂ K[x] be an ideal. Then

R = K[x]/I (3.15)

is isomorphic as a k-vector space to S = Span(xα : xα < lt(I))

Hence standard representatives for elements in R can be computed by finding
remainders with respect to G. For the better understanding of this ring structure
we try to explore the form of ideals in R. There is a close relation between ideals
in the quotientK[x]/I and ideals inK[x] as stated by the following proposition.

Proposition 3.3 Let I be an ideal inK[x]. The ideals in the quotient ringK[x]/I
are in one to one correspondence with the ideals ofK[x] containing I.

If J is an ideal inK[x] containing I, the corresponding ideal inK[x]/I will be

J/I = {[ j] : j ∈ J}. (3.16)

On the other hand if J′ is an ideal in the quotient ring then the form of the corre-
sponding ideal in K[x] is

J = { j : [ j] ∈ J′}. (3.17)

3.6.2 Remark ReplaceK by Fp in R, and consider the quotient ring

R = Fp[x1, . . . , xn]/⟨xp
1, . . . , x

p
n⟩. (3.18)

Any ideal I in R will be a linear code closed under products by elements in R. Any
code obtained in this way is called an n-dimensional cyclic code. One main advan-
tage of an n-dimensional cyclic code over linear code is that their extra structure
helps in describing a compact encoding algorithm, which will be discussed in the
next chapter.
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3.7 Families of Codes

Now we will discuss some of the most famous families of codes.

3.7.1 Hamming Codes

The family of Hamming codes is probably the most famous of all error correcting
codes. These codes were discovered independently by M. Golay in 1949 and R.W.
Hamming in 1950. These are perfect linear codes. All binary Hamming codes are
equivalent to cyclic codes. For each r > 0, Hq(r) is an [n, k, d] code where

n = (qr − 1)/(q − 1), k = n − r, d = 3.

These codes are single error correcting. Since these are linear codes their encoding
process can be described in terms of the generating matrix, for example, as given
earlier, the following matrix generates the [7, 4, 3] Hamming code:

G =


1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1


The corresponding parity check matrix is:

H =


1 0 1 1 1 0 0
0 1 0 1 1 1 0
0 0 1 0 1 1 1


Note that the columns of H are exactly the non-zero vectors of F3

2. The matrix H
can be used to decode binary Hamming code. Let y be a received binary vector,
compute its syndrome s w.r.t H, if s = 0 then the received word is a codeword,
otherwise compare the computed syndrome with the columns of H. If Hi is a
column equal to s then there is an error in the ith position of y. Hence the decoded
codewords is y + ei. This method fails if more than one error occurs.
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3.7.2 Reed Muller Codes

The very first definition of the Reed Muller codes was given in terms of Boolean
functions, by D.E. Muller in 1954 [43], while presenting a mathematical model
for circuit. Later, I.S. Reed proposed a decoding algorithm for these codes. These
binary linear codes have a good practical value and nice decoding properties.
Reed Muller codes can be defined in many ways [16, 24], here they are described
through Boolean polynomials and Boolean functions [47].

A Boolean function of m variables is a function f (x1, . . . , xm) from Fm
2 to F2. A

Boolean monomial p in variables {x1, . . . , xm} is an expression of the form

xr1
1 xr2

2 · · · x
rm
m where ri ∈ {0, 1, 2, . . .} and 1 ≤ i ≤ m.

The reduced form of p is obtained by applying the rules xix j = x jxi and x2
i = xi

until the factors are distinct. A Boolean polynomial is a linear combination of
Boolean monomials with coefficient from F2. The degree of a Boolean polyno-
mial is the largest of the degrees of monomials that form p, in its reduced form.
The set Bm of all Boolean polynomials form a vector space over F2. The total
number of distinct Boolean monomials is

1 +
(m

1

)
+ . . . +

(m
m

)
= 2m,

hence there are 22m
distinct Boolean polynomials in m variables. For every Boolean

function f (x1, . . . , xm), there exists a Boolean polynomial P(x1, . . . , xm).

3.7.1 Definition Let 0 ≤ r ≤ m , the rth order Reed-Muller code R(r,m) is the
set of all binary strings of lenght 2m associated with the Boolean polynomial p of
degree at most r.

The 0th order Reed muller code is just the repetition code of length 2m of 0’s
or 1’s, while the mthorder code consists of all binary strings of length 2m. The
Reed Muller codes have minimum distance 2m − r. The following theorem gives
a recursive definition of Reed-Muller codes.

3.7.2 Theorem Let r,m be intergers such that 0 ≤ r ≤ m. The r + 1th order Reed
Muller code of length 2m+1 is
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RM(r + 1,m + 1) = {(u,u + v) : u ∈ RM(r + 1,m), v ∈ RM(r,m)}.

If G(r,m) is the generator matrix of the Reed Muller code RM(r,m) then

G(r + 1,m + 1) =
(

G(r + 1,m) G(r + 1,m)
0 G(r,m)

)
(3.19)

is the generator matrix of RM(r + 1,m + 1) .

3.7.3 Example

GM(1, 5) =



1111 1111 1111 1111 1111 1111 1111 1111
0101 0101 0101 0101 0101 0101 0101 0101
0011 0011 0011 0011 0011 0011 0011 0011
0000 1111 0000 1111 0000 1111 0000 1111
0000 0000 1111 1111 0000 0000 1111 1111
0000 0000 0000 0000 1111 1111 1111 1111


=



1
v5

v4

v3

v2

v1


�

3.7.4 Lemma Let r,m be integers such that 0 ≤ r ≤ m. Let RM(r,m) be the rth

order Reed-Muller code of lenght 2m.

• The dimension of the code is k = 1 +
(

m
1

)
+

(
m
2

)
+ . . . +

(
m
r

)
.

• The minimum distance is d = 2m−r.

• RM(r,m) ⊂ RM(r + 1,m), for all r < m.

• RM(r,m)⊥ = RM(m − r − 1,m), for all r < m.

In particular,

• RM(0,m) is the repetition code.

• RM(1,m) is the dual of the extended Hamming code.

• RM(m − 2,m) is the extended Hamming code.

• RM(m − 1,m) is the even weight code (all vectors in F2m

2 of even weight).

• RM(m,m) = F2m

2 .
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3.7.3 Golay Codes

The binary Golay code is one of the most important type of linear binary codes [28,
14]. Perfect codes are considered the best codes and are of much interest to math-
ematicians. They play an important role in coding theory for theoretical and prac-
tical reasons. In 1949, M. Golay [28] noticed that:(

23
0

)
+

(
23
1

)
+

(
23
2

)
+

(
23
3

)
= 211. (3.20)

It indicated to him that the possibility of a [23, 12] perfect binary code existed that
could correct three or fewer errors. It is one of the few examples of a nontrivial
perfect code. This is the only known code capable of correcting any combination
of three or fewer random errors in a block of 23 elements. The binary Golay code
C23 is a [23, 12, 7] code with parity check matrix H = (M, I11), where I11 is the
11 × 11 identity matrix and M is the 11 × 12 matrix given by

M =



1 0 0 1 1 1 0 0 0 1 1 1
1 0 1 0 1 1 0 1 1 0 0 1
1 0 1 1 0 1 1 0 1 0 1 0
1 0 1 1 1 0 1 1 0 1 0 0
1 1 0 0 1 1 1 0 1 1 0 0
1 1 0 1 0 1 1 1 0 0 0 1
1 1 0 1 1 0 0 1 1 0 1 0
1 1 1 0 0 1 0 1 0 1 1 0
1 1 1 0 1 0 1 0 0 0 1 1
1 1 1 1 0 0 0 0 1 1 0 1
0 1 1 1 1 1 1 1 1 1 1 1



.

The ternary Golay code C11 is an [11, 6, 5] perfect code with parity check matrix
H11 = (N, I5), where

N =


1 0 1 2 2 1
1 1 0 1 2 2
1 2 1 0 1 2
1 2 2 1 0 1
1 1 2 2 1 0


.





Chapter 4

Variants of Reed Muller Codes

4.1 Introduction

It has been established by several authers that many classical codes are ideals in
quotient rings [37]. Berman [5], showed that binary Reed Muller codes coincide
with powers of the radical of the quotient ring

R = F2[x1, . . . , xn]/⟨x2
1 − 1, . . . , x2

n − 1⟩. (4.1)

Later Charpin [13], proved it for generalised Reed Muller codes. Here we have
presented an approach, similar to Landrock and Manz [37], to define variants of
Reed Muller codes and their parameters. Moreover, a strong link between the
theory of Groebner bases and cyclic codes, defined in terms of ideals in quotient
ring, is explored. This chapter is organised as follows: In Section 4.1, Groebner
bases are presented for an ideal which plays a major role in this work. Outline of
a general encoding process for a cyclic code via Groebner bases is described in
Section 4.2. Variants of Reed Muller codes and their decoding process are given
in Section 4.3. Lastly, parameters for the variants of primitive Reed Muller codes
are given.

4.2 Groebner Basis Construction

This section describes the construction of a reduced Groebner basis of an ideal,
which is later used to define a class of codes which contains primitive Reed Muller
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codes. LetK be a field and letK[x] = K[x1, . . . , xn] be a commutative polynomial
ring over K. Take a nonempty subset S of Nn

0 and consider the ideal I = I(S)
generated by the set

{η(a) : a ∈ S}, (4.2)

where

η(a) = (x1 − 1)a1 · · · (xn − 1)an , a1 ≥ 0, . . . , an ≥ 0. (4.3)

Let M = M(S) be the set of n-tuples a ∈ S that are minimal with respect to the
component-wise natural ≤-ordering. In particular, if we choose S = Nn

0 then the
set of minimal elements will be M(S) = {0} and I(S) = K[x], since 1 ∈ I(S).
Secondly, if S =Nn

0 \ {0} then M(S) consists of the unit vectors and the ideal I =
I(S) is generated by the terms x j−1, 1 ≤ j ≤ n. The following theorem constructs
a Groebner basis for an ideal, which will be considered later to understand the
structure of the corresponding codes.

4.2.1 Theorem For any monomial order on K[x], the ideal I = I(S) in K[x] has
the reduced Groebner basis

G = {η(a) : a ∈M}. (4.4)

The ideal of leading terms of I equals ⟨{xa : a ∈M}⟩.

Observe that for each term ordering ≻ onNn
0 , the leading term of η(a), a ∈Nn

0 , is
xa. Indeed, each monomial in η(a) is of the form xb for some b ∈Nn

0 with b ≤ a.
Thus a = b + c for some c ∈ Nn

0 . But 0 ≼ c and so b ≼ b + c = a. The quest for
a proof of this theorem led us to two propositions which are of great interest and
importance in themselves. Proofs of these propositions are given according to the
following setting: To each nonempty subset S ofNn

0 \ {0} define

S′ = {(a1, . . . , a j − 1, . . . , an) : (a1, . . . , a j, . . . , an) ∈ S, a j > 0, 1 ≤ j ≤ n}.

Then

M′ = {(a1, . . . , a j − 1, . . . , an) : (a1, . . . , a j, . . . , an) ∈M, a j > 0, 1 ≤ j ≤ n}

is the corresponding set of minimal elements of S′. Finally, put G′ = {η(a) | a ∈
M′}.
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4.2.2 Lemma For each polynomial f ∈ K[x] and each variable x j, 1 ≤ j ≤ n, we
have

(x j − 1)rem( f ,G′) = rem((x j − 1) f ,G).

Proof: Fix a term ordering ≺ on K[x]. First, suppose there is a generator g ∈ G′

such that lm( f ) is divisible by lm(g). Then rem( f ,G′) = rem( f − g′ · g,G′) for
some monomial g′ ∈ K[x] and so lm((x j − 1) f ) is divisible by lm((x j − 1)g). But
(x j − 1)g ∈ G and thus rem((x j − 1) · f ,G) = rem((x j − 1)[ f − g′g],G). We may
assume that the assertion holds for all polynomials f ′ with f ′ ≺ f . But f−g′g ≺ f
and thus (x j − 1)[ f − g′g] ≺ (x j − 1) f . Therefore, rem((x j − 1)[ f − g′g],G) =
(x j − 1)rem( f − g′g,G′) = (x j − 1)rem( f ,G′), as required.

Second, suppose there is no generator g ∈ G′ such that lm( f ) is divisible by
lm(g). Then there is no generator g ∈ G′ such that lm((x j − 1) f ) is divisible by
lm((x j − 1)g). Write f = m + h, where m = lt( f ). Then rem( f ,G′) = lt( f ) +
rem( f − lt( f ),G′) = m+ rem(h,G′). Moreover, rem((x j−1) f ,G) = lt((x j−1) f )+
rem((x j − 1) f − lt((x j − 1) f ),G) = x jm + rem((x j − 1)h −m,G).

First, suppose that the leading term of (x j − 1)h −m is −m. Thus rem((x j − 1)h −
m,G) = −m + rem((x j − 1)h −m − (−m),G) = −m + rem((x j − 1)h,G). We may
assume that the assertion holds for all polynomials f ′ with f ′ ≺ f . But h ≺ f and
thus rem((x j − 1)h,G) = (x j − 1)rem(h,G′). It follows that rem((x j − 1) f ,G) =
(x j − 1)m+ (x j − 1)rem(h,G′) = (x j − 1)[m+ rem(h,G′)] = (x j − 1)rem( f ,G′), as
required.

Second, assume that the leading term of (x j − 1)h −m is x jm′, where h = m′ + h′

and m′ is the leading term of h. There are two cases.

First, suppose that there exists no generator g ∈ G′ such that lm(h) = m′ is
divisible by lm(g). Thus rem(h,G′) = m′ + rem(h′,G′) and there is no generator
g ∈ G′ such that lm((x j−1)h) = x jm′ is divisible by lm((x j−1)g). But (x j−1)g ∈ G
and thus rem((x j − 1)h−m,G) = x jm′ + rem((x j − 1)h′ − (m+m′),G). It follows
that rem((x j − 1) f ,G) = x j(m +m′) + rem((x j − 1)h′ − (m +m′),G). But there is
no generator g ∈ G′ such that lm(g) divides m or m′ and so there is no generator
g ∈ G with this property. It follows that rem((x j − 1) f ,G) = (x j − 1)(m + m′) +
rem((x j − 1)h′,G). On the other hand, (x j − 1)rem( f ,G′) = (x j − 1)(m + m′) +
(x j − 1)rem(h′,G′). Since h′ ≺ f , we obtain by induction, (x j − 1)rem(h′,G′) =
rem((x j−1)h′,G) and thus rem((x j−1) f ,G) = (x j−1)(m+m′)+rem((x j−1)h′,G),
as required.
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Second, assume that there is a generator g ∈ G′ such that lm(h) = m′ is divisible
by lm(g). Then rem( f ,G′) = m + rem(h,G′) = m + rem(h − g′g,G′) for some
g′ ∈ A and lm((x j − 1)h) = x jm′ is divisible by lm((x j − 1)g). But (x j − 1)g ∈ G
and thus rem((x j−1)h,G) = rem((x j−1)(h− g′g)),G) = (x j−1)rem(h− g′g,G′),
where the last equation follows by induction, since h − g′g ≺ h. Now rem((x j −
1) f ,G) = mx j + rem((x j − 1)h − m,G) = mx j + rem((x j − 1)(h − g′g) − m,G).
But by hypothesis, there is no generator g ∈ G′ such that lm(g) divides m and
so there is no generator g ∈ G with this property. Thus the last term becomes
(x j − 1)m + rem((x j − 1)(h − g′g),G). Since h − g′g ≺ h, we obtain by induction
the term (x j − 1)m + (x j − 1)rem((h − g′g),G′), which equals (x j − 1)rem( f ,G′),
as claimed. �

4.2.3 Lemma Let S be a nonempty subset of Nn
0 \ {0}. For each polynomial

f ∈ I(S), rem( f ,G′) = 0 implies rem( f ,G) = 0.

Proof: Let f ∈ I(S) such that rem( f ,G′) = 0. First, suppose there is a generator
g′ ∈ G′ such that lm( f ) is divisible by lm(g′). Since f ∈ I(S), we have that lm( f )
is divisible by lm((x j − 1)g′) for some 1 ≤ j ≤ n. But g = (x j − 1)g′ lies in G and
thus rem( f ,G) = rem( f − h′g,G) = rem( f − [h′(x j − 1)]g′,G′) = rem( f ,G′) for
some polynomial h′ ∈ K[x].

Second, assume that there is no generator g′ ∈ G′ such that lm(g′) divides lm( f ).
Then there is no generator g ∈ G such that lm(g) divides lm( f ). Thus we obtain
rem( f ,G′) = lt( f ) + rem( f − lt( f ),G′) = rem( f ,G).

Therefore, we can mimic the division of f with respect to G by the division of f
with respect to G′. �

Now we are able to prove our main theorem, based on these lemmas, using induc-
tion.

Proof: Let S be a subset ofNn
0 . First we prove that G provides a generating set

of the ideal I = I(S). Indeed, let a ∈ S. Assume that b ∈ M is a minimal element
such that b ≤ a. Then a = b + c for some c ∈ Nn

0 and thus η(a) = η(b) · η(c).
Thus the claim follows.

In order to show that the ideal I is finitely generated, we refer to Dickson’s Lemma [18],
which implies that there is a finite set of vectors s(1), . . . , s(r) ∈ S such that

S ⊆ (s(1) +Nn
0) ∪ . . . ∪ (s(r) +Nn

0).
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For each element s ∈ s(i) + Nn
0 , 1 ≤ i ≤ r, there is some t ∈ Nn

0 such that
s = s(i) + t. Thus s(i) ≤ s and hence the set of minimal elements of S is contained
in the set {s(1), . . . , s(r)}. The claim follows.

For proving that G is a Groebner basis for I = I(S). We need to show that
rem(S(g, h),G) = 0 for all polynomials g, h ∈ G. First, take a nonempty sub-
set S ⊆ Nn

0 such that 0 ∈ S. Then I(S) = K[x], M(S) = {0} and G = {1} is a
Groebner basis forK[x].

Second, let S be a nonempty subset of Nn
0 \ {0}. Let a, b ∈ M(S) such that

the generators η(a) and η(b) have a common factor x j − 1, 1 ≤ j ≤ n. By
considering the set S′, there exist a′, b′ ∈M(S′) such that η(a) = (x j−1)η(a′) and
η(b) = (x j − 1)η(b′). By induction, we may assume that G′ is a Groebner basis
for I(S′). We have S(η(a), η(b)) = (x j − 1)S(η(a′), η(b′)). Thus by Lemma 4.2.2,
rem(S(η(a), η(b)),G) = (x j − 1)rem(S(η(a′), η(b′)),G′). By induction, we have
rem(S(η(a′), η(b′)),G′) = 0 and hence the assertion follows.

Let a, b ∈ M(S) such that the generators η(a) and η(b) have no common factor.
Assume that au > 0, au+1 = . . . = an = 0, b1 = . . . = bv−1 = 0, and bv > 0,
where 1 ≤ u < v ≤ n. By considering the set S′, the elements a′ = (a1, . . . , au −
1, 0, . . . , 0) and b′ = (0, . . . , 0, bv − 1, . . . , bn) belong to the set M′ = M(S′) of
minimal elements of S′. We have

S(η(a), η(b)) = gugvS(η(a′), η(b′)) +
u∏

i=1

gai
i · η(b

′) −
n∏

i=v

gbi
i · η(a

′).

This polynomial lies in I(S). Moreover, by induction, the polynomial on the right
hand side reduces to zero modulo G′. Thus, by Lemma 4.2.3, the polynomial
reduces to zero modulo G. The claim follows.

We proceed by proving that the Groebner basis G for I is minimal. Indeed, the
elements of G are monic. Moreover, let η(a) and η(b) be distinct elements of G.
If the leading term bxa of η(a) would be a divisor of the leading term xb of η(b),
then a ≤ b contradicting that a and b lie in M and thus are ≤-incompatible. Hence
G is minimal.

By construction the minimal Groebner basis G for I is reduced. To see this, let
η(a) and η(b) be distinct elements of G. Each monomial in the support of η(a) is
of the form xc such that c ≤ a. If the leading term xb of η(b) would divide xc then
b ≤ c. But then b ≤ a contradicting that a and b are ≤-incompatible. The claim
follows. �
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We end this section by giving an application of the above theorem. The reduced
Greobner basis in this example is constructed by considering only the minimal
elements belonging to the set S.

4.2.4 Example Let p = 7 and n = 2. Define S = {(a1, a2) | (a1 + 1)(a2 + 1) ≥
14}. The ideal I has the reduced Groebner basis

{η(13, 0), η(6, 1), η(4, 2), η(3, 3), η(2, 4), η(1, 6), η(0, 13)}.

�

4.3 Encoding Linear Codes using Groebner Bases

In the previous chapter natural generalization of 1-dimensional cyclic codes to
n-dimensional cyclic codes was discussed. Groebner bases play a pivotel role in
describing this connection. This section elaborates the encoding procedure for
cyclic codes described in [19].

Consider the quotient ring R of the commutative polynomial ring Fp[x1, . . . , xn]
of the form

R = Fp[x1, . . . , xn]/⟨xp
1 − 1, . . . , xp

n − 1⟩. (4.5)

As an Fp-algebra, R is isomorphic to the group algebra FpG of an elementary
abelian p-group G of order pn. As an Fp-vector space, R is isomorphic to the
space Fpn

p .

It is clear that H = {xp
1−1, . . . , xp

n−1} is a Groebner basis for the ideal it generates,
with respect to all monomial orders, since all leading monomials of the generators
are relatively prime, hence the S-polynomial goes to zero for any two generators,
which proves that H is indeed a Groebner basis. Therefore standard representa-
tives for the elements of R can be computed by applying the division algorithm in
Fp[x1, . . . , xn] and computing remainders with respect to H. In this way, represen-
tatives of all elements of R are given by the polynomials whose degree in xi is at
most p−1, 1 ≤ i ≤ n. These polynomials are called standard forms of the elements
in R. Next, a linear code is described in terms of an ideal in the quotient ring. Let
I = ⟨ f1, . . . , fm⟩ be an ideal in the polynomial ring Fp[x1, . . . , xn]. Consider the
associated ideal C in the quotient ring R that is generated by the residue classes of



4.3. Encoding Linear Codes using Groebner Bases 45

the elements of I. A generating set for this ideal is given by {[ f1], . . . , [ fm]}, where
[ f ] denotes the coset f + I in R.

The ideal J corresponding to C in the polynomial ring Fp[x1, . . . , xn] is given as

J = ⟨ f1, . . . , fm⟩ + ⟨xp
1 − 1, . . . , xp

n − 1⟩. (4.6)

The code C equals J/⟨xp
1 − 1, . . . , xp

n − 1⟩ and thus by the Standard Isomorphism
Theorems there is an Fp-algebra isomorphism

R/C � Fp[x1, . . . , xn]/J. (4.7)

The ideal C can be viewed as a linear code in the ambient space R. For this, the
space R is represented by the set of polynomials in standard form. An Fp-basis
of R is given by all monomials in standard form; that is, all monomials in which
each xi appears to a power of at most p − 1, 1 ≤ i ≤ p − 1. The ambient space
R has the dimension pn and so, by definition, the code C has the length pn. The
codewords in C are represented in standard form and thus each codeword is a
linear combination of monomials in standard form. The Hamming weight of each
codeword is measured according to the number of involved monomials in standard
form.

Fix a term ordering on Fp[x1, . . . , xn]. Let G be a Groebner basis for the ideal
J. A Groebner basis for J enables us to determine whether an element of R is a
codeword or not (using ideal-membership concept).

4.3.1 Proposition An element of the ambient space R represented in standard
form is a codeword if and only if its remainder on division by G is zero.

Proof: The division of an element f in standard form by the Groebner basis for J
yields a unique remainder (in standard form). By Eq. (4.7), this remainder is zero
if and only if f lies in the code C. �

The following proposition gives the parameters of the considered code.

4.3.2 Proposition The linear code C is a [pn, k]-code overFp where the dimension
k is given by the number of non-standard monomials for J.
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Proof: Each element of Fp[x1, . . . , xn] can be divided by the Groebner basis G of
J such that the remainder is a linear combination of standard monomials. These
monomials are linearly independent in Fp[x1, . . . , xn]/J and form an Fp-basis of
Fp[x1, . . . , xn]/J. Thus by Eq. (4.7), the dimension of the Fp-vector space R/C is
the number of standard monomials for J. But the dimension of the linear code
C equals the difference dim R − dim R/C and is thus given by the number of
non-standard monomials for J. �

It follows that the information positions of the linear code C are the coefficients
of the non-standard monomials for J, while the parity check positions are the
coefficients of the standard monomials for J.

The extra structure of the linear code C given by a reduced Groebner basis for the
ideal J provides a compact encoding function. The following encoding procedure
was stated in [18].

4.3.3 Proposition If w is an information word given as an Fp-linear combination
of non-standard monomials for J, then w − rem(w,G) is a codeword in C.

Proof: The polynomials w and rem(w,G) are in standard form. The difference
w − rem(w,G) lies in J. As this defference is in standard form it belongs to the
code C. �

4.4 Variants of Primitive Reed-Muller Codes

This section is a straightforward application of the results given in the last two
sections. Consider the ideal J(S) in the polynomial ring Fp[x1, . . . , xn] given as

J(S) = I(S) + ⟨xp
1 − 1, . . . , xp

n − 1⟩

and the corresponding code C(S) defined as J(S)/⟨xp
1 − 1, . . . , xp

n − 1⟩.

Let P = {0, 1, . . . , p − 1}. If we put S′ = S ∩ Pn, then we have J(S′) = J(S) and
thus C(S′) = C(S). Let M′ = M(S′) be the set of all n-tuples a ∈ S′ that are
minimal with respect to the component-wise natural ≤-ordering. In the following,
we assume that S′ is nonempty. By Theorem 4.2.1, we obtain the following result.



4.4. Variants of Primitive Reed-Muller Codes 47

4.4.1 Corollary The set G = {η(a) : a ∈ M′} forms a reduced Groebner basis
for the ideal J(S′) and the corresponding ideal of leading terms equals ⟨{xa : a ∈
M′}⟩.

The main properties of the linear code C(S′) are summarized as follows.

4.4.2 Theorem The linear code C(S′) is a [pn, k, d] code overFp, where the dimen-
sion k is the number of generators η(a) for which there is an element m ∈M′ such
that m ≤ a, and minimum distance d is given by the minimum Hamming weight of
the generators η(m), where m ∈ M′. The information positions of the code C(S′)
are the coefficients of the monomials in the set {xa : ∃m ∈M′ : m ≤ a}.

Proof: First, the set B = {η(a) : a ∈ Pn} is linearly independent [5, 13]. By
definition, each codeword c in C(S′) can be written according to the Groebner
basis as follows,

c =
∑
a∈M′

faη(a),

where fa is a polynomial in R given in standard form. But each variable xi can be
written as xi = (xi − 1)+ 1, 1 ≤ i ≤ n. Thus each monomial xa is given as a linear
combination of elements of the form η(b), where b ∈ Pn. But η(a)η(b) = η(a+b)
and thus the codeword c can be written as a linear combination of elements η(a),
where a ∈ S′. The result on the dimension follows.

Second, the code C is visible in the sense that the minimum distance equals the
minimum Hamming weight of its generators η(a), where a ∈ S′ [5, 13, 59]. But
for each generator η(a) with a ∈ S′ there is a generator η(m) with m ∈ M′ such
that m ≤ a; that is, η(a) is divisible by η(m). Thus the minimum Hamming weight
is attained by some generator η(m) with the property that m ∈M′.

Finally, the information positions of the code C(S′) are given by the non-standard
monomials, which by definition correspond to the monomials in the ideal of lead-
ing terms. But by Corollary 4.4.1, this ideal is generated by the monomials xa,
a ∈M′, and thus the result follows. �

This considered class of codes contains the primitive Reed Muller codes. To see
this, put N = n(p − 1) and consider the set Sl = {a ∈ Pn | ∑n

i=1 ai ≥ l}, 0 ≤ l ≤ N.
The associated code C(Sl) is called primitive Reed-Muller code of order N − l.
For instance, the code C(S0) is the full code R, the code C(S1) equals the radical
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of R, and the code C(SN) is the constant-weight code [5, 13]. The corresponding
set of minimal elements is M(Sl) = {a ∈ Pn :

∑n
i=1 ai = l}, 0 ≤ l ≤ N. By

Corollary 4.4.1, the set Gl = {η(a) | ∑n
i=1 ai = l} is a reduced Groebner basis for

the ideal J(Sl), 0 ≤ l ≤ N.

Let P = {0, 1, . . . , p − 1}. The set Pn forms a lattice with the component-wise
natural ≤-order. Denote by 1 = (p − 1, . . . , p − 1) the largest element in Pn. Let a
and b be elements in Pn. We have

η(a) · η(b) =
{
η(a + b), a + b ≤ 1,
0, otherwise.

(4.8)

Putting ā = (p − a−1
1 , . . . , p − a−1

n ), we obtain

η(a) · η(ā) = η(1).

4.4.3 Proposition The dual code of C generated as an ideal by {η(a) : a ∈M′} is
generated as an ideal by the set

{η(b) : b � ā for all a ∈M′}.

Proof: It is known that each linear code C given as an ideal in the group algebra
KG has the dual code C⊥ = L(C), where L(C) = {a ∈ KG : ac = 0} is the left
annihilator of C in KG, and the mapping g 7→ g′ , where g′ ∈ G and g′ = g′−1,
linearly extends to an anti-algebra automorphism ofKG.

By Eq. (4.8), the left annihilator of C is generated by all elements η(b) for which
a + b � 1 for all a ∈M′; equivalently, b � 1 − a = ā for all a ∈M′.

�

4.5 Variants of Primitive Reed-Muller Codes with
Designated Distance

The studied class of codes contains another interesting family of codes. The
codes in this class have a designated minimum distance like the well-known BCH
codes [42]. To see this, put N = pn and take the set Tδ = {a ∈ Pn :

∏n
i=1(ai + 1) ≥

δ}, 0 ≤ δ ≤ N.
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4.5.1 Theorem The linear code C(Tδ) over Fp has the length pn and the minimum
distance ≥ δ, with equality if there is an element a ∈ Tδ such that

∏n
i=1(ai+1) = δ.

For each primitive Reed-Muller code C(Sl) over Fp of length pn there exists a
linear code C(Tδ) of the same length and minimum distance such that

dim C(Sl) ≤ dim C(Tδ).

In particular, the family of binary codes C(Tδ), 0 ≤ δ ≤ N, coincides with the
family of binary Reed-Muller codes.

Proof: The first assertion is clear from the proof of Theorem 4.4.2.

In view of the second assertion, take a [pn, k, d] code C(Sl) over Fp. This code
has the Fp-basis {η(a) :

∑n
i=1 ai ≥ l}. Each basis element η(a) has the Hamming

weight
∏n

i=1(ai + 1) ≥ d and thus each basis element η(a) lies in the linear code
C(Td). Hence, we have dim C(Sl) ≤ dim C(Td). Moreover, since the code is
visible, at least one of the basis elements η(a) attains the minimum distance d. It
follows that the code C(Td) has minimum distance d, too.

Finally, in the binary case, the term
∏n

i=1(ai + 1) is a power of 2, where 0 ≤
a1, . . . , an ≤ 1. But we have

∏n
i=1(ai + 1) = 2l if and only if

∑n
i=1 ai = l. It

follows that the linear code C(T2l) coincides with the binary Reed-Muller code
C(Sl). More generally, the linear code C(Tδ), 2l−1 < δ ≤ 2l, equals the binary
Reed-Muller code C(Sl). �

The linear code C(Tδ) is called a primitive Reed-Muller code with designed dis-
tance δ. Examples show that the designed distance may be smaller than the min-
imum distance of the code; e.g., the primitive ternary Reed-Muller code C(T7) of
length 27 has minimum distance 8 (Table 7.2). The primitive Reed-Muller codes
with designed distances are compared with the original primitive Reed-Muller
codes for short lenghts over small fields in the Tables 7.1, 7.2 and 7.3. The last
Theorem shows that the family of primitive Reed-Muller codes with designed dis-
tances is superior to the family of primitive Reed-Muller codes.

The primitive Reed-Muller code C(T13) over F7 with designed distance δ = 13 is
a [49, 24, 14] code. On the other hand, the subset S7 = {(a1, a2) : a1 + a2 ≥ 7} of
N2

0 provides the primitive Reed-Muller code C(S7) over F7, which is a [49, 21, 14]
code (Table 7.1).





Chapter 5

Linear Codes as Binomial Ideals

5.1 Introduction

Binomial ideals are ideals generated by polynomials with at most two terms.
Eisenbud and Strumfels [23] in their monumental paper on binomial ideals showed
that the radical, associated primes and isolated primary components of a binomial
ideal are again binomial. The main advantage of studying these ideals is that their
structure can be interpreted directly from their generators. Another special class
of polynomial ideals are toric ideals. Toric ideals are prime ideals with a generat-
ing set of binomials. This chapter basically relates a linear code over a prime field
with a binomial ideal given as a sum of a toric ideal and a non-prime ideal. Encod-
ing procedure for a linear code has been described by constructing the Groebner
basis for the corresponding ideal. Moreover, minimal generators and affine variety
are also described for the binomial ideal.

5.2 Groebner Basis of the Ideal IA,P

Recall that a binomial in a polynomial ring K[x] is a difference of two monomi-
als, say xu − xv, where u, v ∈ Nn

0 . The special form of their generators makes
it possible to tackle problems like computations of Groebner bases and primary
decompositions in much easier way and helps in generating effective algorithms
for better understanding of the structure. Some elementary facts about binomial
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ideals are given in the following proposition.

5.2.1 Proposition Let ≻ be a term order on K[x] and let I ⊆ K[x] be a binomial
ideal

• The reduced Groebner basis G of I with respect to ≻ consists of binomials.

• The elimination ideal I ∩K[x1, . . . , xr] is a binomial ideal for every r ≤ n.

Let A be a d × n matrix with non-negative entries, the toric ideal associated to A
is

IA = ⟨xu − xv : Au = Av,u, v ∈Nn
0⟩. (5.1)

The zero set of IA in affine n-space is called the affine toric variety defined by
IA [26]. If all columns of A have the same coordinate sum, then the ideal IA is
homogeneous and defines a projective toric variety. The following proposition
describes the form of generators for the ℓth power of a toric ideal.

5.2.2 Proposition LetK be a field and let A be a matrix inZm×n
≥0 . The toric ideal

IA inK[x1, . . . , xn] is generated by pure binomials,

IA = ⟨xα
+ − xα

− | Aα+ = Aα−,gcd(xα
+

, xα
−
) = 1⟩. (5.2)

Let ℓ ≥ 1 be an integer. The ℓth power of IA is generated by elements of the form

2ℓ−1−1∑
i=0

(−1)i(xα
+
i − xα

−
i ), (5.3)

where αi ∈Nn
0 , 0 ≤ i ≤ 2ℓ−1 − 1, Aα+i = Aα−i , 0 ≤ i ≤ 2ℓ−1 − 1, and the gcd of all

xα
+
i , xα

+
i is 1.

Proof: By Proposition 1.5.2, the assertion holds for the ideal IA. Suppose the ℓth
power of IA has a generating set given by (5.3), and let xβ − xγ be a generator of
IA, i.e., Aβ = Aγ and gcd(xβ, xγ) = 1. Then we have2ℓ−1∑

i=0

(−1)ixαi

 (xβ − xγ
)
=

2ℓ−1∑
i=0

(−1)i
(
xαi+β − xαi+γ

)
,
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where the last sum can be written as∑
i even

(
xαi+β − xαi+γ

) +
∑

i odd

(−1)i
(
xαi+β − xαi+γ

)
=

2ℓ−1−1∑
i=0

(
xα2i+β − xα2i+γ

) +
2ℓ−1−1∑

i=0

(
xα2i+1+γ − xα2i+1+β

) .
If we put α′4i = α2i + β, α′4i+1 = α2i + γ, α′4i+2 = α2i+1 + γ, and α′4i+3 = α2i+1 + β,

0 ≤ i ≤ 2ℓ−1 − 1, then we obtain the expression
∑2ℓ+1−1

i=0 (−1)ixα
′
i . By induction,

we have Aα′2i = Aα′2i+1, 0 ≤ i ≤ 2ℓ+1 − 1. Moreover, gcd(xα
′
2i − xα

′
2i+1) = xαi ,

0 ≤ i ≤ 2ℓ − 1, and thus by induction, the gcd of all xα
′
i equals 1. �

We associate with the toric ideal IA inK[x] the binomial ideal

IA,p = IA + ⟨xp
i − 1 | 1 ≤ i ≤ n⟩.

Note that this ideal is not toric, since it is not prime as the polynomials xp
i − 1,

1 ≤ i ≤ n, are reducible. In order to utilize the structure of toric ideals for the
purpose of constructing linear codes we need to study them in context of finite
fields. For that, we consider the saturation of an ideal I inK[x], given as

I = { f ∈ K[x] | xm
i · f ∈ I for some m and all i}.

Clearly, I is an ideal and we have I ⊆ I and I = I. Moreover, for any ideals I and
J in K[x], I + J = I + J. For instance, if I = ⟨ f · x1, . . . , f · xn⟩, then Ī = ⟨ f ⟩. The
following proposition establishes an equality between a general toric ideal and the
toric ideal defined over a field.

5.2.3 Proposition Let K be a field, let p be a prime, and let A be a d × n matrix
with non-negative integral entries. The ideal IA,p inK[x] equals the ideal

JA,p = ⟨xu′ − xv′ | Au′ ≡ Av′ mod p,u′, v′ ∈ p − 1n,gcd(xu′ , xv′) = 1⟩
+⟨xp

i − 1 | 1 ≤ i ≤ n⟩.

Proof: First, let xu − xv be a pure binomial in IA,p, where u, v ∈ Nn
0 such that

Au = Av. Write u = u1p + u2 and v = v1p + v2, where u1, v1 ∈ Nn
0 and

u2, v2 ∈ p − 1n. We have

xu − xv = x(u1+v1)p(xu2 − xv2) − xu(xv1p − 1) + xv(xu1p − 1).
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Claim that the right-hand side lies in JA,p. Indeed, we have

xp
i xp

j − 1 = (xp
i − 1)(xp

j − 1) + (xp
i − 1) + (xp

j − 1), 1 ≤ i, j ≤ n.

Thus for each w ∈ Nn
0 , xwp − 1 lies in ⟨xp

i − 1 | 1 ≤ i ≤ n⟩ and hence in JA,p.
Moreover, Au = Av and gcd(xu, xv) = 1 imply that Au2 ≡ Av2 mod p and
gcd(xu2 , xv2) = 1. This shows that xu − xv ∈ JA,p. The claim is proved.

Second, let xu2 − xv2 be a pure binomial in JA,p, where Au2 ≡ Av2 mod p and
u2, v2 ∈ p − 1n. By definition, there are u1, v1 ∈ Nn

0 such that u = u1p + u2,
v = v1p + v2, and Au = Av. Moreover, we have gcd(xu, xv) = 1. It follows that

x(u1+v1)p(xu2 − xv2) = (xu − xv) + xu(xv1p − 1) − xv(xu1p − 1)

lies in IA,p and hence xu2 − xv2 belongs to the saturation of IA,p.

Thus we have proved that IA,p ⊆ JA,p ⊆ IA,p. But the binomials xp
i − 1, 1 ≤ i ≤ n,

show that all variables xi are invertible modulo IA,p; i.e., if xi · f ∈ IA,p then
f = xp

i · f − (xp
i − 1) · f ∈ IA,p, 1 ≤ i ≤ n. This is equivalent to IA,p = IA,p. Hence

the result follows. �

5.2.4 Example Take the matrix

A =


1 0 0 1 1 0 1
0 1 0 1 0 1 1
0 0 1 0 1 1 1

 .
The toric ideal IA in F2[x] has the reduced Groebner basis {x1x2 + x4, x1x3 +

x5, x1x6 + x2x5, x1x7 + x4x5, x2x3 + x6, x2x5 + x4x5, x2x7 + x4x6, x3x4 + x7, x3x7 +

x5x6, x4x5x6 + x2
7}. On the other hand, the ideal IA,2 in F2[x] has the reduced

Groebner basis {x1 + x2x4, x2 + x3x6, x3 + x4x7, x4 + x5x6, x2
5 + 1, x2

6 + 1, x2
7 + 1}. �

Thus we get a different set of generators when we extend a toric ideal to a non-
prime ideal.

An alternative way to compute a Groebner basis for the ideal IA,p is to consider a
basis B of the integral lattice ker(A) in Zn. Consider the subideal of IA given as

IB = ⟨xu+ − xu− | u ∈ B⟩.

As B is a lattice basis of ker(A),

IA = IB : (x1 · · · xn)∞.
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We augment the basis B by vectors p · ei in Zn, 1 ≤ i ≤ n. Then we obtain

IA,p = [IB + ⟨xp
i − 1 | 1 ≤ i ≤ n⟩] : (x1 · · · xn)∞.

But the binomials xp
i − 1, 1 ≤ i ≤ n, show that all variables xi are invertible

modulo IB + ⟨xp
i − 1 | 1 ≤ i ≤ n⟩. Thus the ideal IB + ⟨xp

i − 1 | 1 ≤ i ≤ n⟩ is
(x1 · · · xn)∞-saturated and hence

IA,p = IB + ⟨xp
i − 1 | 1 ≤ i ≤ n⟩.

Let B be a subset of Zn. Consider the ideal I(B) = ⟨xβ+ − xβ− | β ∈ B⟩ in
K[x1, . . . , xn]. If B generates the kernel of A as a Z-module, the ideal I(B) is a
lattice ideal associated to the kernel of A.

Here are some familiar examples of toric varieties.

5.2.5 Example [27] Let r and s be positive integers. Define the (r + s) × rs
matrix

Ar,s =

(
1r ⊗ Is

Ir ⊗ 1s

)

=



1 . . . 1 0 . . . 0 . . . 0 . . . 0
0 . . . 0 1 . . . 1 . . . 0 . . . 0

0 . . . 0 0 . . . 0 . . . 1 . . . 1
1 0 1 0 1 0
. . . . . . . . .

. . .

0 1 0 1 0 1


,

where 1r is the all-one vector of lenght r, Ir is the r × r identity matrix, and ⊗
denotes the Kronecker product. Let K[x] be the polynomial ring in the indeter-
minates xi j, 1 ≤ i ≤ r, 1 ≤ j ≤ s, and let K[y, z] be the polynomial ring in the
indeterminates y1, . . . , yr, z1, . . . , zs. The matrix Ar,s gives rise to the K-algebra
homomorphism

ϕ : K[x]→ K[y, z] : xi j 7→ yiz j.

The reduced Groebner basis for the toric ideal IAr,c is given by the 2 × 2 minors of
the r × s matrix of indeterminates (xi j); that is,

Gr,s = {xilx jk − xikx jl | 1 ≤ i < j ≤ r, 1 ≤ k < l ≤ s}.
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Consider the projective spaces Pr−1 with homogeneous coordinates y1, . . . , yr,
Ps−1 with homogeneous coordinates z1, . . . , zs, and Prs−1 with homogeneous co-
ordinates xi j, 1 ≤ i ≤ r, 1 ≤ j ≤ s. The morphism corresponding to theK-algebra
homomorphism is the Segre embedding given by ϕ∗ : Pr−1 × Ps−1 → Prs−1 given
by xi j = yiz j. �

5.2.6 Example [56] Let r and s be positive integers with r ≤ s. Consider the
polynomial ringK[y] whose indeterminates are given by an r× s matrix (yi j). We
associate a new variable [i1i2 . . . ir] to the r × r minor of the matrix (yi j) that is
given by the column indices 1 ≤ i1 < i2 < · · · < ir ≤ s and consider these

(s
r

)
brackets as the indeterminates of the polynomial ring K[x]. The toric ideal IAr,s is
the kernel of the map

ϕ : K[x]→ K[y] : [i1 . . . ir] 7→ y1i1 · · · yrir .

The associated matrix Ar,s is an s × (s
r

)
matrix whose columns are all vectors of

length s with r 1’s and s − r 0’s.

The associated projective toric variety can be obtained from the (r, s) Grassmann
variety by a toric deformation, where the (r, s) Grassmann variety is the projective
subscheme given by the subalgebra ofK[y] generated by the r × r minors. �

5.2.7 Example [27] Let r and s be positive integers with r ≤ s. Consider
the matrix Ar,s whose columns are indexed by all non-negative integral vectors
(a1, . . . , ar) whose entries sum up to s; this matrix has r rows and n =

(r+s−1
r−1

)
columns. For instance, we have

A2,3 =

(
3 2 1 0
0 1 2 3

)
.

Let K[x] be the polynomial ring in the indeterminates xa1,...,ar indexed by the
columns of Ar,s. The matrix Ar,s provides theK-algebra homomorphism

ϕ : K[x]→ K[y1, . . . , yr] : xa1,...,ar 7→ ya1
1 · · · y

ar
r .

The morphism associated to this K-algebra homomorphism is the rth Veronese
embedding ϕ∗ : Pr−1 → Pn−1 given by (x1 : · · · : xr) 7→ ( f1, . . . , fn), where
f1, . . . , fn are the monomials inK[y1, . . . , yr] of degree s. �
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5.3 Ideal Bases

Let C be a linear code of length n and dimension k over Fp. Define the ideal
associated with C as

IC = ⟨xu − xv : u − v ∈ C⟩ + ⟨xp
i − 1 : 1 ≤ i ≤ n⟩,

where each vector u ∈ Fn
p is considered as integral vector in the monomial xu.

For the binary case, the ideal IC was defined in [7]. If H denotes a parity check
matrix of C, then the condition u − v ∈ C is equivalent to Hu = Hv. Thus by
Proposition 5.2.3, we obtain

IC = IA + ⟨xp
i − 1 : 1 ≤ i ≤ n⟩,

where A is an integral (n−k)×n matrix such that H = A⊗ZFp. Our approach here
is to construct a Groebner basis corresponding to this ideal, which is associated to
the structure of a linear code. The computation of a Groebner basis for the ideal
IC has some advantages in this case. First, there is no coefficient growth since the
coefficient field is Fp. Second, the maximal degree of monomials appearing in the
computation is restricted by the binomials xp

i − 1, 1 ≤ i ≤ n.

Each codeword u ∈ C can be written as u = u+−u−, where u+ and u− are elements
of Fn

p that have disjoint support. Since Hu = 0, it follows that Hu+ = Hu− and so
the binomial xu+ − xu− lies in IC. An important fact here is that the decomposition
u = u+ −u− is not unique. In fact, if x j

i y−Z ∈ IA,p is a binomial, where 1 ≤ i ≤ n
and 1 ≤ j ≤ p − 1, then

y − xp− j
i Z = xp− j

i (x j
i y − Z) − y(xp

i − 1) ∈ IA,p.

We frequently switch back and forth between codewords u in C and associated
binomials xu+ − xu− in IC.

Each toric ideal has two special generating sets, the Graver basis and the universal
Groebner basis [56, 41, 60]. Apart from some special toric ideals, these two bases
rarely coincide.

5.3.1 Definition The universal Groebner basis UC is the union of all reduced
Groebner bases G for the toric ideal IC as ≻ runs over all term orders. Since
any ideal has only finitely many distinct initial ideals, the set UC is a finite set of
binomials.
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A binomial xu+ −xu− in IC is called primitive if there is no other binomial xv+ −xv−

in IC such that xv+ divides xu+ and xv− divides xu− . Primitive binomials help in
identifying the minimal generators of the binomial ideal.

5.3.2 Definition The set of all primitive binomials in IA is called the Graver basis
for IA and denoted by GrA.

The converse is not true. There may be primitive binomials that do not belong to
UC. Now to understand the structure of this ideal IC, we construct its Groebner
basis, Graver basis and universal basis. We will see that the results are quite
similar to the case of toric ideals [56]. In general, the Graver basis provides a
pretty good approximation to the universal Groebner basis.

5.3.3 Proposition The Graver basis of the ideal IC is given by the binomials xp
i −1,

1 ≤ i ≤ n, and all pure and primitive binomials in IA of the form xu+ − xu− , where
u ∈ C.

Proof: Each primitive binomial in IC is pure since all variables xi, 1 ≤ i ≤ n, are
invertible modulo IC.

Let xv+ − xv− be a pure binomial in IC. Write v+ = v1p + u+ and v− = v2p + u−,
where v1, v2 ∈ Nn

0 and u+,u− ∈ p − 1n. If u+ = zero = u− then xv+ − xv− is

divisible by some xp
i − 1, 1 ≤ i ≤ n. Otherwise, xu+ divides xv+ and xu− divides

xv− . But by Proposition 5.2.3, xu+ −xu− lies in IC and so u ∈ C. The result follows.
�

5.3.4 Proposition Each binomial in the universal Groebner basis of IC is primi-
tive.

5.3.5 Proposition For every term order ≻, the reduced Groebner basis G of IC

consists of pure and primitive binomials of the form xp
i − 1, 1 ≤ i ≤ n, and

xu+ − xu− , where u ∈ C.

Proof: Claim that G consists of pure binomials. Indeed, by Proposition 5.2.3, the
ideal IC is generated by a finite set of binomials. Apply the Buchberger algorithm
to this set. In each step, the new polynomials produced are binomials, too. Thus
the resulting Groebner basis consists of binomials. These binomials are pure,
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since the variables xi are invertible modulo IC, 1 ≤ i ≤ n. Claim that each binomial
xu+ − xu− in G is primitive. Indeed, let u+ ≻ u−. Then xu+ is a minimal generator
in the initial ideal of IC and xu− is a standard monomial. Suppose xu+ − xu− is not
primitive. Take a vector v in C different from u such that xv+ divides xu+ and xv−

divides xu− . If v+ ≻ v−, then xu+ is not a minimal generator, a contradiction. If
v+ ≻ v−, then xv− is an initial monomial and so xu− is not standard, a contradiction.
The result now follows from Proposition 5.3.3. �

A non-zero vector u in C is called a circuit if it has minimum Hamming weight
and the coordinates of u are relatively prime. Equivalently, a binomial xu+ −xu− in
IC is a circuit if it is irreducible and has minimal support with respect to inclusion.
Each circuit in C has Hamming weight ≤ n − k + 1 by the Singleton bound.

5.3.6 Proposition All circuits in C lie in the universal Groebner basis of IC.

Proof: Let u be a circuit in C. Fix an elimination term order ≻ such that all
variables xi, where ui = 0, are larger than the variables x j, where u j , 0, and
write u = u+ − u− such that u+ ≻ u−. Claim that xu+ − xu− appears in the reduced
Groebner basis G of IC. Indeed, let v be a non-zero vector in C such that v+ ≻ v−

and xv+ divides xu+ . Then supp(v+) ⊂ supp(u) and by the choice of the term order,
supp(v−) ⊂ supp(u). Hence supp(v) ⊂ supp(u). Since u is a circuit, it follows that
v must be a multiple of u. But xv+ divides xu+ and so u = v. �

Let xu+ − xu− and xv+ − xv− be binomials in IC. We say that u is conformal to v if
supp(u+) ⊂ supp(v+) and supp(u−) ⊂ supp(v−).

5.3.7 Proposition Each codeword v in C can be written as a linear combination
of circuits each of which conformal to v.

Proof: Let v be a codeword in C. If v is a circuit, then we are done. If not, we
can assume that the coordinates of v are relatively prime and that there is a circuit
u in C such that supp(u) ⊂ supp(v). We may write u and v as binomials xu+ − xu−

and xv+ − xv− such that u is conformal to v. Among all non-zero coordinate ratios
vi/ui let λ denote the minimum. Then v − λu is conformal to v and has zero ith
coordinate for some 1 ≤ i ≤ n. By induction, the vector v − λu can be written as
a linear combination of circuits each of which conformal to v. Now the identity
v = λu + (v − λu) provides the assertion. �
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5.3.8 Theorem In the binary case, the set of circuits in C equals the Graver basis
for C.

Proof: Let xv+−xv− be an element in the Graver basis of IC. By Proposition 5.3.7,
there is a circuit xu+ − xu− in IC such that supp(u+) ⊆ supp(v+) and supp(u−) ⊆
supp(v−). Since the monomials are square-free it follows that xu+ divides xv+ and
xu− divides xv− . But v is primitive and so v = u. The reverse inclusion follows
from Propositions 5.3.4 and 5.3.6. �

Next we demonstrate how the Graver basis and the Groebner basis can be com-
puted for the ideal associated to a given matrix. Let A be a d × n matrix with
non-negative entries, The Graver basis for the toric ideal IA can be computed by
Groebner basis techniques. For this, consider the enlarged matrix

Γ(A) =
(

A I
I 0

)
,

where I is the n×n identity matrix and 0 is the d×n zero matrix. The (d+n)×2n
matrix Γ(A) is called the Lawrence lifting of A. The matrices A and Γ(A) have
isomorpic kernels, ker(Γ(A)) = {(u,−u) : u ∈ ker A}. The toric ideal IΓ(A) is the
homogeneous prime ideal

IΓ(A) = ⟨xu+yu− − xu−yu+ : uA = 0⟩

in the polynomial ring K[x, y] = K[x1, . . . , xn, y1, . . . , yn]. The Graver basis for
A can be computed in two steps. First, choose any term order onK[x, y] and com-
pute the reduced Groebner basis G for IΓ(A). Second, substitute y1 → 1, . . . , yn →
1 in G. The resulting subset ofK[x] is the Graver basis for IA.

5.3.9 Example Let k ≥ 2 be an integer. Take the projective space Pk−1 of
dimension k − 1 over the finite field Fq. This space consists of n = qn−1

q−1 points.
Let Hk be the k × n matrix, whose columns are given by the points of

Pk−1. The q-nary linear code given by the parity check matrix Hk is an [n,n−k, 3]
code and is called Hamming code over Fq.

In particular, the [7, 4] Hamming code has the parity check matrix

H3,7 =


1 0 0 1 1 0 1
0 1 0 1 0 1 1
0 0 1 0 1 1 1

 .
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A reduced Groebner basis of the binary code IH3,7 is given by

G = {x1 + x2x4, x2 + x3x6, x3 + x4x7, x4 + x5x6, x2
5 + 1, x2

6 + 1, x2
7 + 1}.

�

5.3.10 Example Let Hd be the vertex-edge incidence matrix of the complete
graph Kd. This is a binary d× (d

2

)
matrix with column sums 2 and row sums d− 1.

The corresponding toric ideal is the kernel of the map

ϕ : K[{xi j | 1 ≤ i < j ≤ d}]→ K[y1, . . . , yd] : xi j 7→ yiy j.

The variables xi j are indexed by the edges in the complete graph Kd.

The circuits form a universal Groebner basis of IHd for d ≤ 7; the statement is not
true for d ≥ 8 [56].

The binary code given by the parity check matrix Hd has length n =
(d

2

)
and

dimension k =
(d

2

) − d = d(d − 3)/2. The minimum distance is d = 3, since
any two columns of the matrix Hd are linearly independent and there exist three
linearly dependent columns. �

5.3.11 Example [56] Let Ar,s be the s × (s
r

)
matrix arising in the toric defor-

mation of the (r, s) Grassmann variety. The binary code with Ar,s as parity check
matrix has length n =

(s
r

)
and dimension k =

(s
r

) − s. The minimum distance is
d ≤ 4, since any three columns of the matrix Hd are linearly independent and there
exist four linearly dependent columns.

In particular, the toric ideal IA2,s has the property that the set of circuits equals the
universal Groebner basis [56]

G = {[i1 j1[i2 j2] · · · [iν jν] − [i2 j1[i3 j2] · · · [i1 jν] | i1, i2 < j1, i2, i3 < j2, . . . , iνi1 < jν}.

�

There are plenty of toric varieties [26, 34] arising naturally in combinatorics and
geometry. Each of the underlying configurations A gives rise to a project to ex-
amine its toric ideal IA, especially its Groebner bases and the associated code.
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5.4 Reduced Groebner Basis of IC

Next, we provide a reduced Groebner basis to each binomial ideal associated with
a linear code. The corresponding term order is rather general and only requires
that any monomial containing one of the information symbols is larger than any
monomial containing only parity check symbols. Moreover, it will be shown that
Groebner bases for linear codes provide a very compact representation of the en-
coding function. The following result shows that for any term ordering the re-
duced Groebner basis for an ideal corresponding to a code can be constructed
directly from its generator matrix.

Reconsider the ideal associated with C as

IC = ⟨xc − xc′ : c − c′ ∈ C⟩ + ⟨xp
i − 1 | 1 ≤ i ≤ n⟩, (5.4)

where each element c ∈ Fn
p is considered as an integral vector in the monomial

xc [7, 49].

In the following, let C be an [n, k] code over Fp given in standard form with
generator matrix G = (Ik,A). Let ai denote the ith row of the matrix −A over Fp,
1 ≤ i ≤ k.

5.4.1 Theorem Given a term order such that x1 ≻ . . . ≻ xn inK[x]. The binomial
ideal IC has the reduced Groebner basis

G = {xi − xai | 1 ≤ i ≤ k} ∪ {xp
i − 1 | k + 1 ≤ i ≤ n}. (5.5)

Proof: By definition, the elements of G lie in the ideal IC. Conversely, let xc − xd

be an element of IC with c − d ∈ C. The reduction of xc − xd w.r.t G results into
another binomial xl−xm, where l = c1a1+ . . .+ckak+c′, m = d1a1+ . . .+dkak+d′,
c′ = (0, . . . , 0, ck+1, . . . , cn) and d′ = (0, . . . , 0, dk+1, . . . , dn). In each step of the
reduction, the resulting binomial xc′ − xd′ satisfies c′ − d′ ∈ C. Note that the
vectors l and m both have zeros at the positions 1 to k and so lHT = mHT implies
that l = m. Thus the binomial xc − xd is reduced by G to 0.

Furthermore, the binomial xp
i − 1, 1 ≤ i ≤ k, is reduced by G to xpai − 1 and this

binomial in turn is reduced by G to 0. It follows that G is a generating set of the
ideal IC. Consider the S-polynomials of the elements in G. First, let 1 ≤ i < j ≤ k.
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We have S(xi − xai , x j − xa j) = xixa j − x jxai . Division into G yields

rem(xixa j − x jxai ,G) =

= rem(xixa j − x jxai − xa j(xi − xai),G)

= rem(−x jxai + xa jxai),G)

= rem(−x jxai + xa jxai − (−xai)(x j − xa j),G)

= rem(xa jxai − xaixa j ,G) = 0.

Second, let k+1 ≤ i < j ≤ n. We have S(xp
i −1, xp

j−1) = xp
i −xp

j = (xp
i −1)−(xp

j−1)
and thus the S-polynomial reduces to zero. Third, let 1 ≤ i ≤ k and k+ 1 ≤ j ≤ n.
We have S(xi − xai , xp

j − 1) = xi − xp
j x

ai . Division into G provides

rem(xi − xp
j x

ai ,G) = rem(xi − xp
j x

ai − (xi − xai),G)

= rem(−xp
j x

ai + xai ,G)

= rem(−xp
j x

ai + xai − (−xai)(xp
j − 1),G) = 0.

It follows that the set G is a Groebner basis for IC. Finally, it is clear that the
Groebner basis G is reduced. �

The above theorem illustrates the fact that the reduced Groebner basis for the ideal
IC can be read directly from its generating matrix.

5.4.1 Application to Golay Codes

The Golay codes belong to the most prominent linear error-correcting codes [58].
The Golay codes are perfect and unique and have several other properties [42, 58].
Amazingly, Golay’s original paper was barely a half-page long [28].

There are two versions, binary Golay code G23 and the ternary Golay .

5.4.2 Example The binary Golay code is a [23, 12, 7] code C23 with generator
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matrix G23 = (I12,M), where

M =



1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 1 1 1
0 1 1 1 0 0 0 1 1 1 1
1 0 1 1 0 1 1 0 0 1 1
1 1 0 1 1 0 1 0 1 0 1
1 1 1 0 1 1 0 1 0 0 1
0 0 1 1 1 1 0 0 1 0 1
0 1 0 1 0 1 1 1 0 0 1
0 1 1 0 1 0 1 0 0 1 1
1 0 0 1 1 0 0 1 0 1 1
1 0 1 0 0 0 1 1 1 0 1
1 1 0 0 0 1 0 0 1 1 1



.

By Theorem 5.4.1, a reduced Groebner basis for the ideal IC23 in Q[x1, . . . , x23]
w.r.t. the lexicographic order ≻ with x1 ≻ · · · ≻ x23 is given by the elements

x1 − x13x14x15x16x17x18x19x20x21x22, x7 − x15x16x17x18x21x23,
x2 − x17x18x19x20x21x22x23, x8 − x14x16x18x19x20x23,
x3 − x14x15x16x20x21x22x23, x9 − x14x15x17x19x22x23,
x4 − x13x15x16x18x19x22x23, x10 − x13x16x17x20x22x23,
x5 − x13x14x16x17x19x21x23, x11 − x13x15x19x20x21x23,
x6 − x13x14x15x17x18x20x23, x12 − x13x14x18x21x22x23,

and x2
13 − 1, . . . , x2

23 − 1. �

5.4.3 Example The ternary Golay code is an [11, 6, 5] code C11 with generator
matrix G11 = (I6,M), where

M =



1 1 1 1 1
0 1 2 2 1
1 0 1 2 2
2 1 0 1 2
2 2 1 0 1
1 2 2 1 0


.

Using the above theorem, the reduced Groebner basis corresponding to these gen-
erator matrices are: The Golay code C11 has the Groebner basis G11 over the
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polynomial ring Q[x1, . . . , x11],

x3
7 − 1, x1 − x2

7x2
8x2

9x2
10x2

11,
x3

8 − 1, x2 − x2
8x9x10x2

11,
x3

9 − 1, x3 − x2
7x2

9x10x11,
x3

10 − 1, x4 − x7x2
8x2

10x11,
x3

11 − 1, x5 − x7x8x2
9x2

11,
x6 − x2

7x8x9x2
10.

�

5.5 Decomposition of the Ideal IC

Decomposition of any ideal into smaller ideals has several benefits, for example,
given generators of pair of ideals one can compute the generators of their sum. We
describe the reduced Groebner bases of the ideals which decompose IC. Let C be
an [n, k] code over Fp given in standard form with generator matrix G = (Ik,M).
Take the lexicographic order ≻ on K[X] such that x1 ≻ . . . ≻ xn. In view of [52],
the binomial ideal IC has the reduced Groebner basis G = {g1, . . . , gn}with respect
to ≻ given by

gi =

{
xri − 1, 1 ≤ i ≤ k,
xp

i − 1, k + 1 ≤ i ≤ n,
(5.6)

where ri denotes ith row vector of G, 1 ≤ i ≤ k.

Write ei for the ith unit vector of length n (that is, ei is the vector with a 1 in the
ith component and 0’s elsewhere), 1 ≤ i ≤ n. Then we have ri = ei+ (0, si), where
si is the vector of the last n− k components of ri, 1 ≤ i ≤ k. Put mi = −si over Fp,
1 ≤ i ≤ n. Then, we have

xri − 1 = xi − x(0,mi), 1 ≤ i ≤ k. (5.7)

It follows from (5.5) and (5.7) that the corresponding ideal of leading terms is

lt(IC) = ⟨x1, . . . , xk, x
p
k+1, . . . , x

p
n⟩. (5.8)

5.5.1 Proposition Let ≻ be the lexicographic order on K[x] with x1 ≻ . . . ≻ xn.
The ideal IC decomposes into the sum

IC = IT + Ip, (5.9)



66 5. Linear Codes as Binomial Ideals

where the ideal IT = ⟨xi−x(0,mi) | 1 ≤ i ≤ k⟩ is toric and has the reduced Groebner
basis GT = {xi − x(0,mi) | 1 ≤ i ≤ k}, and the ideal Ip = ⟨xp

i − 1 | k+ 1 ≤ i ≤ n⟩ has
the reduced Groebner basis Gp = {xp

i − 1 | k + 1 ≤ i ≤ n}.

Proof: We prove the assertion in several steps. First, by the Groebner basis (5.5)
for IC, the ideal IC can written as the sum IT + Ip.

Second, the parity check matrix H =
(−MT, In−k

)
for IC contains m1, . . . ,mk (as

column vectors) in its the first k columns. Consider the matrix H as a non-negative
integral (n − k) × n matrix and denote this matrix by A. The latter matrix defines
a toric ideal IA inK[x].

We try to show that IT = IA. Infact, we have xi − x(0,mi) = xei − x(0,mi) in IT,
1 ≤ i ≤ k. But we have

Aei = mi = A
(

0
mi

)
, 1 ≤ i ≤ k,

and so by definition, the ideal IT is contained in IA.

Conversely, let xu − xv be a binomial in IA. Successive reduction via GT leads
to the binomial xu1·m1+...+uk·m1+un−k − xv1·m1+...+vk·mk+vn−k , where un−k and vn−k are the
vectors containing the last n−k coordinates of u and v, respectively. The variables
x1, . . . , xk are not involved in this binomial. But if xa − xb is a binomial in IA such
that the variables x1, . . . , xk are not involved, then Aa = Ab implies a = b. Thus
the reduction leads to 0 and hence the binomial ideal IA lies IT. This proves the
claim.

Let xu − xv be a binomial in IT. If one of the variables x1, . . . , xk is involved, then
the binomial is divisible by GT. Otherwise, the above argument shows that the
binomial is 0. It follows that GT is a Groebner basis for the ideal IT.

Third, by the Elimination theorem [18], the set Gp = G ∩ K[xk+1, . . . , xn] is a
Groebner basis for the kth elimination ideal of IC given by Ik = IC∩K[xk+1, . . . , xn].
By definition, we have Ip = Ik.

Finally, both Groebner bases are reduced. This completes the proof. �
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5.6 Affine Varieties

We fix an algebraically closed field K. The affine n-space over K is denoted
by Kn which is simply the set of n-tuples of elements of K. Let f1, . . . , fn be
polynomials inK[x1, . . . , xn]. The set

V( f1, . . . , fs) = {(a1, . . . , an) : fi(a1, . . . , , an) = 0, for every 1 ≤ i ≤ s } (5.10)

is called the affine variety defined by f1, . . . , fs. For example, the variety of f =
x2 + y2 − 1 = 0 is the circle centered at origin with radius 1. For ideals I and J,
the affine varieties have the following properties :

• V(I) ∪V(J) =V(I ∩ J), finite union

•
∩
αV(Jα) =V(

∑
α Jα), arbitrary intersection.

• If 1 ∈ I , thenV(I) = ϕ.

• V(0) = Kn.

These properties show that affine varieties form the closed set topology on Kn,
called the Zariski topology. For any subset V ⊆ Kn, by defining the inverse
operation of taking common zeros of locus of polynomials, we define the ideal

I(V) = { f : f (a1, . . . , an) = 0, for every (a1, . . . , an) ∈ V}. (5.11)

It is easy to see from the definition that for any ideal I, we have I ⊂ I(V(I)).
There is a one-to-one correspondence between the radical ideals and varieties.
The following theorem makes this fact clear.

5.6.1 Theorem [The Strong Nullstellensatz] Let K be an algebraically closed
field. If I is an ideal inK[x1, . . . , xn], then

I(V(I)) =
√

I. (5.12)

We study the affine varietyV(IC) of the ideal associated to an [n, k] code C over
Fp. For this, we consider the K-algebra A = K[x]/IC. It has a K-basis given by
the cosets of the standard monomials of IC [19].
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5.6.2 Proposition Let K be an algebraically closed field of characteristic 0 and
let C be an [n, k] code over Fp.

• The algebra A has the dimension pn−k over K.

• The affine variety V = V(IC) has pn−k points in Kn and is smooth at each
point.

• The ideal IC is radical.

Proof:

• In terms of the ideal of leading terms of IC given in (5.8), the standard
monomials of IC are xα1

k+1 · · · x
αn−k
n , α1, . . . , αn−k ∈ {0, . . . , p−1}. Their cosets

form aK-basis of A [19].

• By the Groebner basis of IC given in (5.5), each point (a1, . . . , an) in V has
to satisfy the equations

ap
i = 1, k + 1 ≤ i ≤ n,

and
ai = ami,1

k+1 · · · a
mi,n−k
n , 1 ≤ i ≤ k,

where mi = (mi,1, . . . ,mi,n−k)T, 1 ≤ i ≤ k. Thus the variety V has pn−k points
inKn.

The ”Jacobi matrix” J =
(
∂gi
∂x j

(P)
)

at each point P of V has rank n and thus

by the affine Jacobi criterion [18], the variety V is smooth at P.

• It is well-known that the dimension of A equals the number of points in V
if and only if the underlying ideal IC is radical [19]. Thus by the first two
assertions, IC is a radical ideal.

�

The last assertion and Hilbert’s Strong Nullstellensatz imply that

I(V(IC)) =
√

IC = IC.

It follows that the coordinate ring K[V] = K[x]/I(V) of the affine variety V =
V(IC) equals theK-algebra A.
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5.7 Encoding

The extra structure of the linear code C given by a reduced Groebner basis for
the ideal IC provides a compact encoding function. An immediate consequence of
Theorem 5.4.1 is a systematic encoding algorithm for linear codes using division
with respect to a Groebner basis. Note that this procedure is a variant of the
encoding method for multi-dimensional cyclic codes in which the codewords are
represented as polynomials in a residue class ring [19]. By Theorem 5.4.1, the
binomial ideal IC has the associated initial ideal

in(IC) = ⟨x1, . . . , xk, x
p
k+1, . . . , x

p
n⟩. (5.13)

5.7.1 Proposition Let C be an [n, k] code over Fp, and let G be the reduced
Groebner basis for C given in (5.5).

• The information positions are given by the nonstandard monomials for IC

in which each xi appears to a power of at most p − 1, 1 ≤ i ≤ k.

• The parity check positions are provided by the standard monomials for IC

in which each xi appears to a power of at most p − 1, k + 1 ≤ i ≤ n.

• The following algorithm gives a systematic encoder E for the code C: Take
an information word w ∈ Fk

p and put xw = xw1
1 · · · x

wk
k . Divide xw into G

and form E(w) = (xw − 1) − rem(xw − 1,G). This gives the corresponding
codeword in C.

Proof: The first two assertions are clear from the initial ideal of IC. Finally, let
w ∈ Fk

p be an information word. The division of xw − 1 into the Groebner basis G
gives

rem(xw − 1,G) = rem(xw1a1+...+wkak − 1,G)

= xw1a1+...+wkak − 1,

where the exponent in the last binomial xw1a1+...+wkak − 1 is computed over Fp. It
follows that the remainder only involves parity check positions so that the infor-
mation position are not changed in the process of computing the remainder. The
encoded binomial

E(w) = (xw − 1) − rem(xw − 1,G) = xw − xw1a1+...+wkak
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is an element of the ideal IC and represents the codeword wG. Thus the reduction
of w by the basis G mimicks the representation of w by a codeword in C. As a
result, E is a systematic encoding function for C. �

We conclude this chapter by remarking that the study of a linear code C by using
the corresponding binomial ideal IC provides an extra structure that allows a very
compact representation of the encoding function. We only need to know a reduced
Groebner basis for the ideal IC.



Chapter 6

Syzygies

6.1 Introduction

This chapter presents the binomial ideal of the linear code in terms of its syzygy
module. Groebner basis for the first syzygy module of the binomial ideal is con-
structed, which is then used to compute the corresponding finite free resolution.

6.2 Syzygies and Free Resolutions of Linear Codes

It is a well known fact that most modules over a ring do not have bases, infact their
generators usually satisfy some nontrivial relations called syzygies [61]. Recall
that the set {si j | 1 ≤ i, j ≤ t} forms a Groebner basis for the syzygy module
M = Syz(g1, . . . , gt) with respect to the monomial order ≻ on Rt, where

si j = hi j −
mi j

lt(gi)
ei +

mi j

lt(g j)
e j =



hi j1
...

hi ji − ai
...

hi j j + a j
...

hi jt


∈ Rt, (6.1)

for each pair (i, j), 1 ≤ i, j ≤ t, such that mi j , 0.
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This section provides a presentation of the binomial ideal of a linear code in terms
of its syzygy modules and gives a corresponding finite free resolution.

As before, let C be an [n, k] code over Fp given in standard form with generator
matrix G = (Ik,M). Let mi denote the ith row of the matrix −M, 1 ≤ i ≤ k. By
Theorem 5.4.1, given any monomial order ≻ on K[x] such that x1 ≻ . . . ≻ xn, the
binomial ideal IC has the reduced Groebner basis G = {g1, . . . , gn}. The following
theorem gives the formulation of the Groebner basis for the first syzygy module.

6.2.1 Theorem Let G = {g1, . . . , gn} be the Groebner basis for the ideal IC given
in (5.5). Put

si j = g jei − gie j ∈ Rn, 1 ≤ i < j ≤ n.

The collection {si j | 1 ≤ i < j ≤ n} forms a Groebner basis for the first syzygy
module Syz(g1, . . . , gn) of IC.

Proof: First, let 1 ≤ i < j ≤ k. We have

S(xi − xmi , x j − xm j) = x j(xi − xmi) − xi(x j − xm j)

= xixm j − x jxmi

= xm j(xi − xmi) + (−xmi) · (x j − xm j)

and therefore by (6.1),

si j = (x j − xm j)ei − (xi − xmi)e j.

Second, let 1 ≤ i ≤ k and k + 1 ≤ j ≤ n. We have

S(xi − xmi , xp
j − 1) = xp

j (xi − xmi) − xi(x
p
j − 1)

= xi − xmixp
j

= (xi − xmi) + (−xmi) · (xp
j − 1)

and so by (6.1),
si j = (1 − xp

j )ei + (−xmi + xi)e j.

Third, let k + 1 ≤ i < j ≤ n. We have

S(xp
i − 1, xp

j − 1) = xp
j (x

p
i − 1) − xp

i (xp
j − 1)

= (xp
i − 1) + (−1) · (xp

j − 1)

and thus by (6.1),
si j = (1 − xp

j )ei + (−1 + xp
i )e j.

The result now follows from Schreyer’s theorem [1, 53]. �
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In the following, the standard basis of the free R-module R(n
m) is indexed by the

set of m-element subsets of {1, . . . , n},

Bm = {ei1...im | 1 ≤ i1 < i2 < . . . < im ≤ n}, 0 ≤ m ≤ n. (6.2)

6.2.2 Theorem Let G = {g1, . . . , gn} be the Groebner basis for the ideal IC given
in (5.5). The ideal IC has a finite free resolution of length n,

0
ϕn→ Rtn−1

ϕn−1→ · · · ϕ2→ Rt1
ϕ1→ Rt0

ϕ0→ R→ 0, (6.3)

where IC = im (ϕ0) and tm =
( n

m+1

)
, 0 ≤ m ≤ n − 1.

The mapping ϕm : R( n
m+1) → R(n

m) in the resolution is defined as

ϕm(ei1...im+1) =
m+1∑
j=1

(−1) j−1gi jei1...i j−1i j+1...im+1 . (6.4)

The m-th syzygy module of IC is an R-submodule of R( n
m+1), 0 ≤ m ≤ n − 1, and

has the Groebner basis

{si1...im+1 | 1 ≤ i1 < i2 < . . . < im+1 ≤ n}, (6.5)

where

si1...im+1 =

m+1∑
j=1

(−1) j−1gi jei1...i j−1i j+1...im+1 . (6.6)

Note that in last two formulae, in the term with index j, i j is omitted to yield an
m-element subset.

Proof: We use induction on m. The base case is already given by Theorem 6.2.1.
Let m be an integer with 2 ≤ m ≤ n and suppose the result already holds for the
m − 1-th syzygy module.

Claim that the composition ϕm−1 ◦ ϕm is the zero map. Indeed, this is essentially
due to the sign in the definition of the homomorphisms. More concretely, for each
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basis vector ei1...im+1 we have

(ϕm−1 ◦ ϕm)(ei1...im+1) =
m+1∑
j=1

(−1) j−1gi jϕm−1(ei1...i j−1i j+1...im+1) (6.7)

=

m+1∑
j=1

j−1∑
k=1

(−1) j+kgi j gikei1...ik−1ik+1...i j−1i j+1...im+1

+

m+1∑
j=1

m+1∑
k= j+1

(−1) j+k−1gi j gikei1...i j−1i j+1...ik−1ik+1...im+1 .

In the expansion of this sum according to the standard basis, each standard basis
vector ei1...ik−1ik+1...i j−1i j+1...im+1 has the coefficient gi j g jk−gi j g jk = 0 and thus the whole
sum becomes 0. Hence, im (ϕm) ⊆ ker(ϕm−1).

In the following, we need a statement about syzygy relations that is essentially
due to the sign in the definition of the syzygies. By induction hypothesis, we have

m+1∑
j=1

(−1) j−1gi jsi1...i j−1i j+1...im+1 = (6.8)

=

m+1∑
j=1

j−1∑
k=1

(−1) j+kgi j gikei1...ik−1ik+1...i j−1i j+1...im+1

+

m+1∑
j=1

m+1∑
k= j+1

(−1) j+k−1gi j gikei1...i j−1i j+1...ik−1ik+1...im+1

= 0,

where the last equation follows from (6.7).

Observe that by the definition of least common multiple, the S-vector S(si1...im , s j1... jm)
is 0 unless {i2, . . . , im} = { j2, . . . , jm} and i1 , j1. Assume that i1 < j1 and consider
three cases.

First, let 1 ≤ i1 < j1 ≤ k. We have by (6.8),

S(si1i2...im , s j1i2...im) = x j1si1i2...im − xi1s j1i2...im

= xm j1 si1i2...im − xmi1 s j1i2...im

+

m∑
s=2

(−1)s−1gissi1 j1i2...is−1is+1...im ,
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Second, let 1 ≤ i1 ≤ k and k + 1 ≤ j1 ≤ n. In view of (6.8), we have

S(si1i2...im , s j1i2...im) = xp
j1

si1i2...im − xi1s j1i2...im

= si1i2...im − xmi1 s j1i2...im +

m∑
s=2

(−1)s−1gissi1 j1i2...is−1is+1...im .

Third, let k + 1 ≤ i1 < j1 ≤ n. By (6.8), we have

S(si1i2...im , s j1i2...im) = xp
j1

si1i2...im − xp
i1

s j1i2...im

= si1i2...im − s j1i2...im +

m∑
s=2

(−1)s−1gissi1 j1i2...is−1is+1...im .

It follows that the syzygies provided by the S-vectors according to (6.1) are given
by the si1...im+1 . By Schreyer’s theorem, the si1...im+1 form a Groebner basis of the
m-th syzygy module. �

This resolution is an example of a Koszul complex [22].

Given a generator matrix for any code, Groebner basis, generators of the syzygy
modules and free resolution of the ideal corresponding to the code can be con-
tructed as follows.

6.2.3 Example The third binary Hamming code C is a [7, 4] code with mini-
mum Hamming distance 3 and generator matrix G3 = (I4,M) [58, 42], where

M =


1 1 1
1 1 0
1 0 1
0 1 1

 .
Given any monomial order with x1 ≻ . . . ≻ x7, the corresponding ideal IC in Q[x]
has the reduced Groebner basis

g1 = x1 − x5x6x7,

g2 = x2 − x5x6,

g3 = x3 − x5x7,

g4 = x4 − x6x7,

g5 = x2
5 − 1,

g6 = x2
6 − 1,

g7 = x2
7 − 1.
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A free resolution of IC is given by

0
ϕ7→ R

ϕ6→ R7 ϕ5→ R21 ϕ4→ R35 ϕ3→ R35 ϕ2→ R21 ϕ1→ R7 ϕ0→ R→ 0,

where IC = im (ϕ0). For instance, generators of the syzygy modules of IC (one for
each module) are as follows,

s12 = g1e2 − g2e1,

s123 = g1e23 − g2e13 + g3e12,

s1234 = g1e234 − g2e134 + g3e124 − g4e123,

s12345 = g1e2345 − g2e1345 + g3e1245 − g4e1235 + g5e12346,

s123456 = g1e23456 − g2e13456 + g3e12456 − g4e12356 + g5e123467 − g6e12345,

s1234567 = g1e234567 − g2e134567 + g3e124567 − g4e123567 + g5e123467

−g6e123457 + g7e123456.

�



Chapter 7

Conclusions and Future Directions

In this work Groebner basis corresponding to ideal codes have been constructed in
order to provide systematic encoding procedure which is often desired in practice.
Benefits of studying linear codes lie in the fact that their algebraic structure helps
in developing better encoding and decoding methods. Our approach in this work
was as follows:

• Cyclic codes as ideals in a quotient ring were considered and their structure
was explored via Groebner bases.

• A binomial ideal, given as a sum of a toric ideal and a non prime ideal has
been associated to a linear code.

• Groebner basis theory was used to study this ideal deeply. Many useful
results regarding the encoding procedure of the code corresponding to this
ideal were found.

A very useful result has been proven which enables one to describe reduced
Groebner basis directly from a generator matrix of a given code. Once Groeb-
ner basis are defined, the standard encoding method can be applied. Furthermore,
minimal generators of the binomial ideal have been presented. Also this binomial
ideal has been described in terms of its syzygy module and the corresponding
finite free resolutions were given. Although many algebraic aspects of the bino-
mial ideal corressponding to a linear code have been explored, still there are some
issues which are worthy of further investigation:
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• Development of a decoding procedure with respect to the Groebner basis
constructed for the ideal corresponding to code.

• It would be valuable to further investigate the structure of the binomial ideal
which may result into better encoding and decoding procedures.

• In this work, binomial ideal has been considered over a prime field. Con-
sidering it over some other field may turn out to be more beneficial.

The aim of algebraic coding theory is to construct effectively good codes, by
assuming some algebraic structure on the code. In this work efforts are being
made to show that how the Groebner bases theory can be used effectively for this
purpose.
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[26] W. Fulton. Introduction to toric varieties, volume 131. Princeton Univ Pr,
1993.

[27] A. Gathmann. Algebraic geometry. Lecture Notes, 2004.

[28] M.J.E. Golay. Notes on digital coding. Proc. ire, 37(6):657, 1949.

[29] G.M. Greuel and G. Pfister. A singular introduction to commutative al-
gebra. With contributions by Olaf Bachmann, Christoph Lossen and Hans
Schönemann. Springer-Verlag, Berlin, 2002.

[30] R.W. Hamming. Error detecting and error correcting codes. Bell System
Technical Journal, 29(2):147–160, 1950.

[31] R. Hartshorne. Algebraic geometry. springer Verlag, 1977.

[32] A. Hocquenghem. Codes correcteurs derreurs. Chiffres, 2(2):147–56,
1959.

[33] A.D. Jensen. Computing Groebner fans of toric ideals. Master’s thesis,
University of Aarhus, Denmark, 2002.

[34] A.M. Kasprzyk. A short introduction to toric varieties. http://magma.
maths.usyd.edu.au/users/kasprzyk/calf/.

[35] M. Kreuzer and L. Robbiano. Computational commutative algebra, vol-
ume 2. Springer, 2005.

[36] F. Kschischang. Error correcting codes, 2007.

[37] P. Landrock and O. Manz. Classical codes as ideals in group algebras.
Designs, Codes and Cryptography, 2(3):273–285, 1992.

[38] O. Lezama. Groebner basis for the modules over noetherian polynomial
commutative rings. Georgian mathematical jounal, 15(1):121–137, 2008.

http://magma.maths.usyd.edu.au/users/kasprzyk/calf/
http://magma.maths.usyd.edu.au/users/kasprzyk/calf/


82 BIBLIOGRAPHY

[39] R. Lidl, H. Niederreiter, and P.M. Cohn. Finite fields, volume 20. Cam-
bridge Univ Pr, 1997.

[40] S. Ling and C. Xing. Coding Theory: A First Course. Cambridge Univer-
sity Press, 2004.

[41] D. Maclagan, R.R. Thomas, S. Faridi, L. Gold, AV Jayanthan, A. Khetan,
and T. Puthenpurakal. Computational algebra and combinatorics of toric
ideals. Commutative algebra and combinatorics, 2005.

[42] F.J. MacWilliams and N.J.A. Sloane. Error correcting codes. North–
Holland, New York, 1977.

[43] D.E. Muller. Application of boolean algebra to switching circuit design
and to error detection. IRE Trans, 1:6–12, 1954.

[44] L. Pottier. Grobner bases of toric ideals. INRIA Rapport de recherche,
2224, 1994.

[45] I.S. Reed and G. Solomon. Polynomial codes over certain finite fields.
Journal of the Society for Industrial and Applied Mathematics, 8(2):300–
304, 1960.

[46] B. Reinert. A systematic study of gröbner basis methods. Arxiv preprint
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Tables

Table 7.1: Table of small seven-bit Reed-Muller codes and corresponding quinary
Reed-Muller codes with designed distances that have the same length and mini-
mum distance, but higher dimension.

Reed-Muller code Reed-Muller code
(original) (designed distance δ)

C(Sl) C(Tδ)
p pn l k d δ k d
7 49 1 48 2

2 46 3
3 43 4 4 44 4
4 39 5 5 41 5
5 34 6 6 39 6
6 28 7 7 35 7
7 21 14 13 24 14
8 15 21
9 10 28

10 6 35
11 3 42
12 1 49



Table 7.2: Table of small ternary Reed-Muller codes and Reed-Muller codes with
designed distances whose parameters differ from the original Reed-Muller codes.

Reed-Muller code Reed-Muller code
(original) (designed distance δ)

C(Sl) C(Tδ)
p pn l k d δ k d
3 9 1 8 2

2 6 3
3 3 6
4 1 9

27 1 26 2
2 23 3
3 17 6 7 11 8
4 10 9 10 7 12
5 4 18
6 1 27

81 1 80 2
2 76 3
3 66 6 7 54 8
4 50 9 10 44 12
5 31 18 13 32 16
6 15 27 19 19 24
7 5 54 28 11 36
8 1 81



Table 7.3: Table of small quinary Reed-Muller codes and corresponding quinary
Reed-Muller codes with designed distances that have the same length and mini-
mum distance, but higher dimension.

Reed-Muller code Reed-Muller code
(original) (designed distance δ)

C(Sl) C(Tδ)
p pn l k d δ k d
5 25 1 24 2

2 22 3
3 19 4 4 20 4
4 15 5 5 17 5
5 10 10
6 6 15
7 3 20
8 1 25

125 1 124 2
2 121 3
3 115 4
4 105 5 5 112 5
5 90 10 10 93 10
6 72 15 13 78 15
7 53 20 19 63 20
8 35 25 25 48 25
9 20 50

10 10 75
11 4 100
12 1 125
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