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Abstract

The regular nanoporous structure make zeolite membratrastate candidates for separ-
ating molecules on the basis of differences in transpoesrédiffusion). Since improvements
in synthesis have led to membranes as thin as several hundreaneters by now, the slow
transport in the boundary layer separating bulk gas and afotitee nanoporous membrane is
becoming increasingly important. Therefore, we inveséighe predictability of the coefficient
guantifying this local process — the surface permeabidity by means of a two-scale simu-
lation approach. Methane tracer-release from the onerdioeal nanopores of an AFI-type
zeolite is employed. Besides a pitfall in determinisigon the basis of tracer exchange, we,
importantly, present an accurate prediction of the surfereneability using readily available
information from molecular simulations. Moreover, we shihat the prediction is strongly
influenced by the degree of detail with which the boundaryoredgs modeled. It turns out
that not accounting for the fact that molecules aiming t@apedhe host structure must indeed
overcome two boundary regions yields too large a perméali a factor of 1.7 to 3.3, de-
pending on the temperature. Finally, our results havedaching implications for the design

of future membrane applications.

Keywords: surface barrier, transmission coefficient, molecular &itian, Monte Carlo,
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| ntroduction

Molecular exchange between a gas reservoir and a nanoporystslline solid (e.g., a zeolite
membrane or crystal) represents a key design process iicaipmhs, such as adsorption, molecular-
sieving, catalysis, and ion-exchange. Over the last fevadies, a good understanding has been
developed with regard to the rdl@and dependenée-3~ of guest diffusion in such regular host
structures, that is, the transport mechanism of moleculgde the nanopores far away from the
interface to the fluid phas@? For example, gas diffusion in zeolites is known to be an activ
ated process’ where molecules need to overcome a series of regularlylistd internal diffu-
sion barriers which arise from nanopore shape in the ufiiatene 3 Many phenomena, includ-
ing the loading-dependence of the self-diffusion coeffitiean be explained by the variation of
such (free) energy barriers. In this context, moleculauitions have been proven to be invalu-
able>10owing to improved agreement with experimehts® Despite these accomplishments,
there are still unresolved problent$many of which are related to the boundary layer separating
the gas-phase region from the core zeolite space.

While cases exist in which the boundary layer may accelaratkecular exchange between
the reservoir and the porous hdstlé it usually slows down the transport rate close to the sur-
face®71’-20leading to the name of this phenomenon: surface barriersitifig insights into
their nature have been unraveled only recefitiy°Microscopy experimenfsin conjunction with
mesoscopic modelingevidenced that exceptionally few accessible pore entsaogether with a
large number of lattice defects (i.e., vast crystal noradities as depicted in Figure 1a) formed ex-
tremely high surface barriers on very large MOF Zn(tbipkstays (labeled “defect barriers” here).
On the other hand, we have recently shown with the aid of nutdesimulationg® that perfect
single-crystal zeolite membranes (i.e., highly ideal talyand surface structure) can also possess
strong barriers at the external surface, as long as thin maamab £100 unit cells) are being con-
sidered. The origin of these barriers lay in the differentéhe mean field experienced by the
guest molecules in gas and adsorbed phase (Figure 1b), foh wdason they are labeled intrinsic

barriers in the following. Therefore, a unique source ofae barriers does obviously not exist,
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Figure 1. Surface barriers can have different reasons.kBbpore entrances together with lattice
defects (a) and mean-field differences (b) “felt” by molesuin adsorbed and gas space, respect-
ively, can both render the rate of transport at the solidhgi@sface extremely small.

emphasizing the necessity of a consequent discriminagomden different effects.

Despite the improvement of understanding different saiodesurface barriers, an assessment
of the coefficient quantifying the rate of transport in theibdary layer — the surface permeability
o —is so far possible to a satisfactory degree for the defedebs only. In numerous case studies,
Kéarger, Chmelik, and co-worketd’:18.21.225,ccessfully measured the surface permeabilites of
gas molecules in large crystals. However, the consistedigtion of this coefficient for intrinsic
surface barriers via information from molecular simulagigs a challenging task to dat&?23-2°
This paper therefore aims at highlighting a pitfall that htibave been overlooked so far and, most
importantly, to provide a satisfying prediction of the suxé permeability over those conditions

that are currently of practical interest.

M ethodology

We focus on the conceptually simplest case of molecular axgh — tracer exchange — where
macroscopic concentration gradients are absent and tiamge involves differently “colored”
molecules rather than different species (Figure 2a and eniavBupporting Information). Since
tracer exchange situations correspond directly to séffision, all diffusion coefficients presented
here are self-diffusivitiedXs).

Several steps are necessary for molecules to be exchanyezbbezeolite space and gas-phase

region, as illustrated by the trajectory of a single moledunlFigure 2a:
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s C;q,gas
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&Y Coqsurf eq,zeol
A z

Figure 2: a) Exchange of a tracer molecule involves thrgesste Diffusion to reach the outermost
cage (zeolite margin). 2. Jumping out of the pore structreach the external surface adsorption
layer. 3. Finally, leaving this layer to disappear in the ghase. b) Channel and surface structure
of the here studied AFI-type zeolite together with a repnesteve free-energy profiles /kgT,
along the exchange direction, c) Equilibrium concentration profilegeg, corresponding to b);
note thatteq(z) = exp—F(2) /ksT] x const

1. A molecule needs to traverse the nanopore to eventuabhrthe outermost cage referred
to as the zeolite margin in the remainder. This intracriisgldiffusion is impeded by suc-
cessive barriers originating from the repetitive crystalcure (internal diffusion barriers,

AF,¢q, as seen at the end of the orange region of Figure 2b).

2. The molecule must then get out of the pore and reside onxtieenal surface adsorption

layer. This process is controlled by a first boundary barEg, ¢ (grey region in Figure 2b).

3. Finally, to truly desorb from the solid and thus to loose tielor, the molecule must over-
come a second boundary barriéFy,s that separates the surface adsorption layer from the

gas-phase region, as evidenced by Figure 2b (black region).
Step 1 is mathematically described by the standard Fickiffusgbn equations. Step 2 and 3 are
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usually modeled with a surface evaporation boundary camgff yielding a relationship between
the current net flux of tracer molecules at the boundpgy;(t), the surface permeability and the

driving force:

jsurf(t) = o - [Csurf(t) — Csurf(t — )], (1)

wherec denotes concentration of tracer (i.e., colored) molecnels,, 1t — «) = 0 in the present
case because we consider complete exchahge.this point, a first problem arises because we
obviously need to describe two different processes (stegrsd23) with a single coefficientx),
which represents one of the main tasks of the present worlweker, we consider the release in
the first part of the analysis to proceed via a one-step mésinan which molecules are assumed
to be exchanged when they have performed step 2 in Figure Big. isTinstructive because the
approximation has been made often in the past but it is netdf@roblems, as mentioned earlier.
Moreover, the resulting one-step surface permeabilitgiptn helps in fact rationalizing the final
2-step permeability.

The example of methane desorbing from siliceous AFI-typditeemembranes will be em-
ployed, the structur€ of which exhibits one-dimensional channels (Figure 2bk fifethodology
introduced in Ref. 20 is extended, as described in detathénSupporting Information (SI1). It
briefly comprises of two stages each involving a differenkimaim length scale: (i) molecular-
detailed simulations where AFI membranesxg® nm thickness are used, and (ii) a continuum
calculation to reach membranes of up to several micromdatihwr he first stage, where methane
is modeled as a united atoffiyields free-energy and concentration profiles (Figure@yfwhich
the input data to the second stage are extracted, notablbeigun transport rates between the dif-
ferent compartments (zeolite cages, margin, surface ptisorayer) as well as their equilibrium
concentrations and widths. In the second stage, the mabatences are solved numerically on
the basis of the data obtained from the molecular simulatidihese calculations provide us with
transient concentration profiles (Figure 3a). Integraldraelease curves,-Am(t) /m(0), are then
determined (Figure 3b), describing the progress of exangngolored” molecules (red circles

in Figure 2a) for “uncolored” molecules (open circles). Ba@xchange curves are commonly en-
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countered in diffusion-experiment analy$fsand they can be envisioned in an integral modeling
approach to pressure swing adsorptin.
The release curves are fitted to the analytical soldfiaf Fick’s laws under consideration of

the evaporation boundary condition (Eq. 1):

mt) . & 2l%exp—y*Dst/(5/2)7
o AT ey ?

with L = (8/2)a/Ds, & the membrane thickness, apdare the positive roots oftany = L.
The thus obtained transport coefficients are plotted inleéi@c and d for increasing membrane
thickness and a single state poiiit (p). Note again that these results are obtained from one-step
release calculations.

The here presented two-stage simulation strategy featwredistinct advantages. First, sim-
ulations with membrane thicknesses up to the micrometgeraecome feasible which would not
be possible with conventional equilibrium molecular dyfmes{MD),22 let alone non-equilibrium
MD 3! employing thick zeolite membranes. Second, the conditfamager exchange avoids the
possibility that the surface permeability is process-deeat, that is, whether molecule release
or uptake is being investigated (cf., Supporting Informats12 and Ref. 18). Therefore, we can
focus on the concentration dependence of the permeabilitghnis indeed speculated to be the

reason whya varies for uptake and release in non-equilibrium condgith

Results

One-Step Release M echanism

It might seem trivial to match the surface permeability frma continuum calculation with pre-
dictions based solely on information from the first stagel@oalar simulations). Figure 3 shows
however that botlbs anda are dependent on the membrane thickness for a given staie pbhe-

oretically, the parameters must not vary with membranettgss. WWhen we repeat the continuum
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Figure 3: Concentration profiles (a) obtained from a continwalculation (one-step release mech-
anism,6=848 nm) yield the tracer-exchange curve (b). The fitteddiffifision coefficients (c) and
surface permeabilities (d) depend in fact on the membranokrtessd. (T=181 K, p=1202 Pa).

simulations by setting the zeolite margin width equal to thge separatiorlfarg = |ze0) and
also equating the equilibrium concentration in the margitihhthe one of the bulk-zeolite space
(Cegmarg = Ceqzeol), the horizontal dashed lines in Figure 3 are obtained, aviiee diffusivity
equals the prediction by dynamically corrected transititate theory->-32-34Wwith these assump-
tions, the transport coefficients do not change with thisknélustrating an important point. The
dependence of the transport coefficients on the membradentss is brought about by subtle
differences of the properties of the zeolite margin fromgheperties of the inner cages. The max-
imal deviation ofDg anda amounts to 20% and 10%, respectively. This underlines thessity
for an improved analytical integral solution of the diffasiprocess incorporating varying margin
width and equilibrium concentration into the boundary déod. The effect, however, can so far
not have had any immediate implication to membranes thatwarently producible because their
thicknesse® are yet more than a magnitude apart from the region wherecirhes significant.
But it will come into play in the future because improvemantsmnembrane synthesis adumbrate
constantly decreasing thickness&s’

The practically relevant membrane width range is sevenadred nanometers and onwatetg’
for which both transport coefficients show asymptotic val{iégure 3c and d). This means that the

determination of the surface permeability would involvesatire set of continuum calculations to
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----- tracer-exchange calculations
Heinke and Kérger7

A
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Figure 4: Surface permeability as a function of loadimg181 K), obtained from the two-stage
simulation approach (line) used in the present work to mitréicer-exchange experiments. Per-
meability predictions using information from the first — thelecular — simulation stage only
are presented as symbols where different models are telNt&e, first, that the main difference
between the modified estimate by Gulin-Gonz&eal.2® and our prediction lies i, because
of the earlier mentioned relationship of free energy ancceatration and, second, the molecules
are assumed being exchanged when they arrived on the ebdarfece adsorption layer (one-step
desorption mechanism).

identify whena becomes constant or, alternatively, a long simulation eery thick membrane.
Instead, one wants to skip this stage and calcwlati@ectly based on data of the first (molecular-
level) stage. In this context, we tested three different e®dFigure 4 summarizes the results
where the symbols represent the model predictions andribehie (target) surface permeability
from the tracer-exchange continuum calculations with ¥kbigk membranes.

The first model (triangles in Figure 4) was suggested by Kzagd co-worker&’ and assumes
that the surface permeability is proportional to the diffascoefficient f = 0.5- Ds/l,e0). While
the surface permeability obtained from the tracer-excharajculations increases with loading
(line), the model predicts a declining trend @fbecause the corresponding diffusion coefficient
decreases with loading. Hence, the model of Kaegai. is not applicable for the here studied sys-
tems. Since it was validated against diffusion experimpribing defect barriers, the qualitative
discrepancy emphasizes again the imperative of discrimgdetween different surface-barrier
sources. As a consequence, different local transport cwefts are obtained just naturally, de-
pending on the relative significance of the two differentuafices (intrinsizs. defect barriers).

Gulin-Gonzalezt al.?® suggested that a correlation between the two transporficieets



136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

Nils E. R. Zimmermann et al. Predicting Local Transport @oents .. .

should be corrected by inclusion of an additiopatentiatenergy barrier. This is, because a mo-
lecule experiences a higher barri&t)s,s, Wwhen hopping out from the marginal cage onto the
external surface in comparison to the internal diffusiorribes, AU ¢q), [0 = exp(—AAU /KgT) -
Ds/lzeol With AAU = AUg s — AU,e0]. However, this model does not lead to satisfactory qual-
itative results either (filled diamonds in Figure 4). Whaagbes the trend of the permeability
prediction over loading is the consideration of higher femergy barriersq = exp(—AAF /kgT) -
Ds/lzeol, labeled modified Gulin-Gonzales al. in Figure 4 (squares). Still, a discrepancy is ob-
served that is due mainly to the transmission coeffict€ri;38:3%,,+, the significance of which

is discussed shortly. The accurate predictio dblue circles in Figure 4) follows

A1step= V X Ksurf X Cquurf/ Ceqzeol, (3

wherev= /kgT /2mmc, is the average velocity of the methane molecule in a singkction
on the basis of kinetic gas theory, is the equilibrium concentration of molecules at the
location of the surface barrier amgy,¢0 the average guest concentration inside the bulk-zeolite
structure [Jloading). The additional subscript “eq” facilitates distinability between concentra-
tions obtained from equilibriuro-profiles (i.e., time-invariant, as seen in Figure 2c) aadgrent
concentrations which do change with time (Figure 3a).

Our surface-permeability prediction is in fact the equavalto the self-diffusion coefficient
estimate in the framework of dynamically-corrected traosistate theory (dcTST). To realize

this, consider the dcTST self-diffusivitf#34

GXH—F (éeol)/kBT]
| exg—F(2)/kgT|dz

cage

— \TX Kzeo| X

DgCTST X Izzeol- (4)

The equivalency of the termsx k; in egs. 3 and 4 is obvious. Recalling tltag O exp(—F /kgT)
leads directly to the correspondence of the integral in theodinator divided by,eo andCeqzeol,

except for a factor which, however, is the same one betweetwib nominators and thus cancels

10
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out exactly.

The role of the transmission coefficient is an important fugdbecause, for predicting the
permeability, it is usually neglected that not 100% of thdeunoles having arrived on top of the
barrier between zeolite margin and surface adsorptiomn kaifein fact end up on the external sur-
face. The error introduced by assuming,s = 1 amounts to a factor of 1.7... 2.8 (cf., Supporting
Information SI3) which clearly manifests a profound queative impact on the final permeability
estimate. We furthermore point out thag,s may not simply be set t&,¢ and that incorporating
Ksurf into the modified model by Gulin-Gonzaletal. still suffers from small deviations from the
tracer-exchange data becausg, is dragged along iDs. Finally note also thatr is a system
property that depends on the combination of guest moleawdehast structure as well as on the

properties of the surface and its immediate vicirfy.

Two-Step Release M echanism

The investigation of the one-step surface permeabilityshas light on the peculiarities encountered
when one aims at predictirg. Now we return to the case where the second exchange step-is co
sidered too, that is, a molecule must also leave the surf@®ergtion layer for the gas phase to
be considered truly exchanged. Again, we determine thgétan,sipfrom tracer-exchange cal-
culations with thick membranes, with the difference tha&t skirface adsorption layer is added in
our continuum calculations. As seen from the excellenteagent between the thus obtained data
(lines in Figure 5) and direct molecular-simulation preidies (large colored symbols), we find the

two-step surface permeability to be given by:

\T/Ceqzeol
Kga$eqgas) T 1/(K5UffCquurf)

(5)

A2step= 1

wherecgq4asiS the equilibrium concentration of molecules on the baivetween external surface
adsorption layer and gas-phase region &g represents its corresponding transmission coeffi-

cient; note thatg,gas= Ceqgas (Figure 2c). The total surface permeability hence follohes be-

11



180

181

182

183

184

185

186

187

188

189

190

191

Nils E. R. Zimmermann et al. Predicting Local Transport @oents .. .

--- tracer-exchange calculations
100 - * Schiiring et al.?*
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Figure 5: Surface permeabilitys loading for the case that tracer release included the pesor
from the external surface adsorption layer (2-step relpaseess). Results for various temperat-
ures are shown, where the lines reflect data from the twaestagulation approach mimicking
tracer-exchange experiments and the symbols are prewaio the basis of readily available in-
formation from the first — the molecular — simulation stagéyorhe small grey symbols are
surface permeability predictions due to Schurgl.2*

havior of parallel resistances in electricity theory, isatiosiep= 1/[1/(0gas) + 1/(Q1step], When
one defineigas= V X Kgasx c’gqgas/ Ceqgzeol-

The only alternative 2-step permeability prediction madtat we have found is due to Schiiring
et al.?* (small grey symbols in Figure 5)a = Pene/K. K denotes the ratio of the average
concentrations in the zeolite margin and the bulk?§&8 and Panter represents the fraction of
molecules that enter the zeolite of all molecules hittinglesurface in totat® While the model
captures the qualitative trend of increasimgwith loading, it does not predict the permeability
guantitatively in a satisfactory manner. Deviations frdme tracer-exchange calculations range
between 2.3 and 3.2, remaining significant even in case wWietransmission coefficient&4+
and Kga9 are incorporated into the model (1.6...2.7). At this ppihis important to reiterate
that the tracer-exchange surface permeabilities for selead uptake are equivalent (Supporting

Information SI2).
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Discussion

A comparison between surface permeabilities obtained frensimplistic one-step and the more
realistic two-step mechanism reveals that the externéseiadsorption layer substantially retards
the desorption from the membrang{p < a1step. The effect becomes the stronger, the lower
the temperature gets, and amounts to a factorgfidy arstep 1.7, 2.8, and 3.3 foll =300 K,
200 K, and 181 K, respectively. The comparison clearly ulhtks that the detailed structure of
the membrane boundary layer is exceptionally importanbtaia accurate permeability estimates.
Since the accuracy is validated against tracer-exchamgelationsrather tharexperimentsthis
fact deserves some final remarks.

The influence of the here reported intrinsic surface barmer the permeability vanishes for
the giant crystals! employed in microscopy experimerftsThis is, because the measurements
are subject to spatial resolution limitations of around @b (interference microscopy) and lar-
ger (infrared microscopy), and consequently prohibitimg detection of intrinsic surface barriers
which level off at this scalé?2°Nevertheless, the question arises to which expessibledefects
would play a role, given that those were to occur in ultratiembranes and thus together with
intrinsic barriers*2 To provide at least a rough answer to this question, we paréorule of thumb
assessment in the following.

The rating compares the different effects by computing geoeaiated permeabilites and by
defining a reference value that corresponds to the limitegeoof diffusion-controlled transport
(a O Ds). Subsequent introduction of impact factors permits a ttadive assessment of the dif-
ferent effects’ relative importance because the strenfyjthomrtain effect scales directly with the
associated surface permeability (Supporting InformaB&h for more details). It turns out that
the impact of intrinsic surface barriers vary between 1llg@at pure diffusion control observed
for high @ andT) to 70 (low 8 andT). An upper bound for the defect-barrier impact was de-
termined to bex2000. The simultaneous occurrence of intrinsic barriei @efects leads to a
total surface-barrier impact factor of 2000. ..40000. @eavhen both effects appear together the

defects excert a stronger influence on the surface barharsthe intrinsic barriers because of the

13
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exceptionally large number of closed entrances. Howeweh & high fraction (99.95%) as ob-
served by Hibbet al. for MOF Zn(tbip)° is unlikely to occur for the broad AFI pore entrances too
(Supporting Information SlI4). Furthermore, efficient afféeive applications implementating ul-
trathin membranes (e.g., gas separation, heterogenetalygses) usually require high accessibility
of guest molecules to the zeolite pores, pointing at impremts of corresponding post-synthesis

treatment of the membranes in question.

Conclusions

Besides highlighting the need for new integral diffusiofusions, the present work provides an
accurate prediction of the local transport coefficient fhravails at solid-gas interfaces: the sur-
face permeability. In this respect, the realization th&daimprovements in synthesis enable
the production of ultrathin and highly oriented zeolite ffh enhances the significance of the
here reported slow boundary layer transport. This is, beedue importance of surface barriers
scales inversely with membrane widthAs a final consequence, simple design protocols, such as
membrane selectivity formulae on the mere basis of adswrpl@ata and diffusion coefficients, are
becoming increasingly inappropriate for the new genematibultrathin membranes, calling for

development of more accurate design models.
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Supporting Information Available: Detailed description of two-scale simulation methodology
complementary results, crystal structure, list of sympoisvie illustrating tracer release. This

material is available free of charge via the Internet at:Hfipbs.acs.org.
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