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A B S T R A C T   

In this study, the use of an eye tracking system is tested and discussed by using the tracked gaze point as a means 
to control a device. In this project, a two-dimensional simulated robot for paralyzed people was used to move the 
arm in the plane where the wrist is in a plane parallel to the frontal plane of the eye. Both MATLAB and Python 
programs are proposed for programming the eye tracking system (ET) and their results are compared. Moreover, 
the tests show how can this system works with robot and sampling rate which is important in robotic system is 
better than previous studies. At the end of the study, after mathematical modeling, a simulation of the three joint 
movements of the robotic arm was performed. This robot is designed in a way to move the arm of the paralyzed 
people. Several tests were performed and a multi-body simulation was connected to the eye tracker to verify the 
resulting interaction concept.   

1. Introduction 

According to a 2013 report, between 250,000 and 500,000 spinal 
cord injuries occur annually worldwide [1]. The consequences of such 
an injury can range from limited body movement in the lower legs to 
complete loss of control of the somatic nervous system below the neck as 
well as parts of the autonomic nervous system. To help 
mobility-impaired individuals regain independence, one option is to set 
up systems that can track the impaired person. This tracking system can 
provide the input signals to the control system and can be used to 
perform various tasks, such as a robotic arm, a robotic hand with mul
tiple fingers, or other controllable devices, depending on the different 
mechanisms [2–6]. Eye tracking is one such system used in 
human-computer interaction and is already used in practice to control 
electrical devices. However, it is not yet used as an option to control a 
device that allows mobility-impaired individuals to regain control of 
their limbs and perform simple tasks [7,8]. The purpose of eye trackers is 
to enable physically impaired individuals to perform movements by 
having the alignment of their eyes analyzed and interpreted by a pro
gram. Some previous work on eye tracking includes electrooculography 
[9,10], camera-based eye tracking [11,12], and eye-based tracking [13]. 

Wood et al. [14] applied a limbus method to detect iris edges from 
camera-based eye images, and their results showed that this model has 
good efficiency and accuracy on wearable devices. Vielence et al. [15] 
also proposed a new technique that was able to detect the eye graze 
under different circumstances, such as detecting the gaze under a glass. 
Lu et al. [16] used linear regression to increase the accuracy of eye 
detection. Ince et al. [17] conducted a study on a low-cost 2D eye 
tracking system using a shape and intensity based method to detect the 
center of the pupil to detect the gaze more accurately. In a study, Zeng 
et al. [18] developed a hybrid human-robot interface (HRI) system using 
a brain-computer interface (BCI) and an eye-tracking interface to 
continuously modulate movement speed via motor intentions. The new 
system enabled continuous, smooth, and collision-free movement of the 
end effector approaching the target. Compared to a system without ro
botic autonomy support, this system significantly reduces the error rate, 
and the time and effort required by the user is also less. Cio et al. [19] 
studied the concept of controlling a robotic arm by a combination of 
stereovision and gaze tracking, in which the person could successfully 
grasp the target object with excellent efficiency. In addition, gaze 
trackers differ in whether they are attached to the head or to objects, 
such as a table. These different techniques all have their advantages and 
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disadvantages in certain situations and are therefore compared based on 
the above requirements. Murthy et al. [20] investigated the potential 
and accuracy of eye-tracking and gaze-guided interfaces in military 
aviation. They reported that the accuracy of the eye-tracking system is 
less than five degrees of gaze. However, they pointed out that eye 
trackers may not work properly under strong external illumination. 
Tang and Zhang [21] proposed a method using the detection algorithm 
in combination with gray prediction for eye tracking. The numerical 
geoscience model was used for their study and prediction of the position 
of the eye tracker. The predicted position is used as a reference for the 
eye region to be searched. Raudonis et al. [22] conducted a study to 
develop an eye tracking system for three online applications (mobile 
robot, eye tracker, and computer games) to assist people with disabil
ities. Sharma et al. [23] investigated a self-driving system based on 
eye-tracking techniques that electronically connects a tablet without 
requiring a dedicated hardware AR (Augmented Reality) Display. This 
system helps a person with severe speech impairments control a robotic 
arm by eye gaze, for patients with severe speech and motor impairments 
(SSMI). Vidrios-Serrano et al. [24] presented a stiffness controller for the 
eye tracker based on a nonlinear proportional-derivative structure for 
robotic manipulators and Hooke’s law to model the interaction with the 
robotic environment, considering elasticity as a generalized bounded 
spring. The components of force, applied torques and position error in 
two types of visually constrained stiffness controllers (SP-SD and SPD) 
and the results are compared and reported. On the other hand, the 
effectiveness of different approaches followed by analysis of gaze error 
distribution is analysed by ablation studies [25] and Gibaldi et al. [26] 
evaluated MATLAB and Tobii Eye tracking controller for research area. 
A confident web technology-based eye-tracking with required hard- and 
software is improved for even sophisticated experimental paradigms in 
all of cognitive psychology [27]. Moreover, an affordable, accessible, 
and extensible pervasive eye tracking and gaze-based interaction plat
form is developed by Kassner et al. [28]. 

This paper investigates a program for object-mounted eye tracking in 

conjunction with an eye-tracking device. The appropriate eye-tracking 
device is determined and a suitable eye-tracker is developed based on 
the conclusions. The eye-tracking program monitors the output of the 
eye-tracking device, processes the content of the tracked data so that the 
position of the eye can be detected, and then provides the relative po
sition of the eye as output. This output is used as input to simulate the 
movement of a human limb based on the data received from the eye 
tracking system. A mathematical system layout for the arm is deter
mined. The results are then used to determine if it is appropriate to use 
object-mounted eye tracking to drive a simulation. 

2. Method 

2.1. Description of object-mounted eye tracking 

In this work, a two-dimensional setup was used to move the arm in 
the plane where the wrist is in a plane parallel to the frontal plane of the 
eye. A suitable setup requires tracking an additional body function to 
also allow movements perpendicular to the frontal plane of the eye. An 
advantage of two-dimensional tracking is that it allows tracking of both 
eyes, but requires data from only one eye. Once the number of degrees of 
freedom is determined, a system must compute these degrees of freedom 

Fig. 1. Exemplary functionality of tracking the gaze.  

Fig. 2. Exemplary functionality of a coded eye tracker.  

Fig. 3. Produced images in eye tracker code by MATLAB and Python.  
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based on the position of the eye. Therefore, a suitable eye tracker must 
be set up to operate according to the selected number of degrees of 
freedom and obtain eye position data based on the video-based object- 
based eye tracking. Fig. 1 shows the schematic diagram of the gaze 
tracking process. Fig. 2 shows a schematic diagram of the proposed eye 
detection program based on circle detection. 

2.2. Implementation in Matlab and Python 

First, a snapshot of the video feed of the desired webcam is taken and 
then mirrored on the y-axis. A Gaussian filter smooths the mirrored 
image and the face detection function is then used to detect the face 
using the Viola Jones algorithm. To track circles on an image, the edges 
are first detected. The resulting image can be seen in Fig. 3-a. Next, 
Python code is developed to communicate with a ROS (Robot Operating 
System) node. Denavit-Hartenberg parameters are specified, as well as 
default variables and a definition for a function along with the required 

input variables. Then the actual eye tracking begins, which continues as 
long as the Python code is accessing a webcam or when it is manually 

terminated. On the processed image, the selected Haar Cascade function 
searches for a face. The image must be a grayscale image for the Hough 
circle transformation can be applied to the image. This transformation 
determines the centers of potential circles and then determines the most 
appropriate circle by comparing the expected positions of the facial 
features. When a circle is found, its values are converted to integers and 
the circle and its center are displayed in Fig. 3. 

3. Discussion 

3.1. Comparison of an eye tracker in Matlab and in Python 

The two eye trackers in MATLAB and in Python were tested in five 
different ways. To compare them, the first method involved looking 
straight at the camera, while the following four methods involved 
looking 10 cm up, down, left, and right from the camera. They sit at a 
distance of 40 cm from the camera, resulting in an angle of about 14◦

between the line of sight and the line between the face and the camera. 
On the left side of the camera, there was a window through which light 
could enter. Tests of each eye tracker measured the total number of 
images, the number of frames with and without a detected eye, the 
execution time, and angular offset of the detected eye center. These data 
are then used to calculate the percentage of images with a successfully 
detected eye and the rate at which images are detected and processed 
(Fig. 4). The reference point for the eye’s center is determined by the 
average found circle coordinates of the preliminary test runs and the 
offset in x- and y-direction (in pixel) is then calculated as the distance to 
this reference point. 

In MATLAB, the values for the x- and y- coordinates of the deter
mined position of the center of the eye were taken for the right eye. 
Accuracy is calculated as the average angular offset (distance) (in de
grees of visual angle) between fixation locations and the corresponding 
locations of the fixation targets [28]. 

accuracy [∘] =

∑n
i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
offset ϕ2 + offset ϑ2

√

n
(1) 

In which ϕ is the angle of pupil in horizontal direction and ϑ is in 
vertical direction. Precision is calculated as the average Root Mean 
Square (RMS) of the angular distance (in degrees of visual angle) be
tween successive samples: xi,yi to xi+1,yi+1.   

Detection rate is the ratio of images with a detected eye to the total 

Fig. 4. Eye tracker with a 1080p webcam.  

Fig. 5. Offset and reference point definition.  

precision [cm] =

∑n− 1
i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
offset ϕ[i] − offset ϕ[i + 1]

)2
+ (offset ϑ[i] − offset ϑ[i + 1])2

√

n − 1
(2)   
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Table 1 
Average results of 3 tests  

Fig. 6. Concept of visualizing calculated movement.  
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number of images [28]. 

detection rate =

∑
Number of images with a detected eye

∑
Number of images

(3) 

Additionally, sampling rate is defined as number of data samples per 
second collected for each eye [26]. 

sampling rate =

∑
Number ofdata samples
∑

Time of Execution
(4) 

It is also important to mention that, for the accuracy and precision 
metrics, from the offset in pixel we calculate them according the visual 
angles of the eye,  ϕ and ϑ (by transforming the offset in pixel to offset in 
cm and then determining the angle with an assumed eye radius of 1.2 
cm. Fig. 5 shows an example of offset in vertical direction and how ϑ 
results from it. scale_factor is experimentally determined (16/320 for 
python implementation and 16/380 for Matlab implementation). 

− ϑ = atan2
(

offset[cm]

1.2

)

, offset[cm] = offset[pixels]*scale factor (5) 

The distance between camera and eye was 40 cm, 100 images have 
been sampled, a chin rest was used, and the gaze points were marked on 
a paper template around the camera at a distance of 10 cm to the camera 
lens (corresponds to a visual angle of about 14◦). The results in Table 1 
are based on the data obtained from the tests and were calculated using 
formulas (1), (2), (3), and (4). 

3.2. Visualization of the calculated movement 

After the system is determined, the processed data can be passed to a 
simulation that visualizes the calculated motion. Optionally, ROS allows 
communication between different programs, so that processed data in 
one program can be forwarded to another. For this purpose, an arm is 
simulated with the given ROS program, so that an eye tracker can 
specify the position of an arm. The general concept is described in Fig. 6, 
where the squares represent the software, the diamonds represent the 
software functions, and the rounded rectangles represent the data. 

3.3. Proposed Performable movement and mathematical convention 

As mentioned before, the simulation of the arm should move in two 
dimensions. Therefore, movements of the arm that can perform a 
movement within a two-dimensional plane must be considered. The 

joint between the upper and lower arm can simply be described as a 
hinge joint, although the radius is also sufficient to allow rotation of the 
lower arm. Considering the design and medical criteria, only two joint 
movements, flexion and extension of the shoulder joint and elbow joint, 
can affect the angle of objects held by the hand. Since these two 
movements are always performed in the same plane of motion, they can 
counteract each other by flexing the elbow and extending the shoulder 
and vice versa. Thus, the three joint movements performed in the 
simulation are flexion and extension in the elbow joint and the shoulder 
joint, and medial and lateral rotation of the arm in the shoulder joint. 
Since the two movements in the shoulder joint are rotations, they are 
also represented by two rotational joints in the simulation, while the 
elbow joint is represented by a hinge joint. 

For the kinematic calculations, three angles should be determined for 
the two joints, namely the angle for flexion and extension of the 
shoulder, the angle for medial and lateral shoulder rotation, and the 
angle for flexion and extension of the forearm. To calculate the angles of 
the joints based on the direction of gaze of the tracked eye, the Denavit- 
Hartenberg convention is appropriate. The direction of the x and y axes 
is arbitrary, but should be interpreted with respect to the coordinate 
system of the origin. The point of the body that lies on the sagittal plane 
and lies on an imaginary line perpendicular to the sagittal plane and 
leading from this plane to the shoulder is the origin point. This point lies 
on the plane that divides the body into left and right. On this plane, it is 
located at the point closest to the shoulder joint. The shoulder socket is 
represented by a sphere and is connected to a cylinder from the origin to 
the shoulder socket by a rotational joint that performs flexion and 
extension of the shoulder. The upper arm is represented by another 
cylinder and is connected to the simulated shoulder socket via another 
rotational joint that performs medial and lateral shoulder rotation. 
Finally, the forearm is represented by a third cylinder and is connected 
to the upper arm via a hinge joint (Fig. 7). 

The Denavit-Hartenberg convention uses four parameters to deter
mine the motion of an object. In the case of the arm simulation, the 
variables are shown in Table 2. 

The Angle θi represents rotation around the z-axis, angle αi repre
sents the rotation around the x-axis, the distance di represents trans
lation along the z-axis, and finally, the distance ri represents translation 
along the x-axis. For each of these parameters, there is a corresponding 
translation or rotation matrix. These are then multiplied to determine 
the position matrix ii− 1T calculated as follows: 

i
i− 1T = Transzi− 1 (di)*Rotzi− 1 (θi)*Transxi (ri)*Rotxi (αi) (4) 

The resulting matrix ii− 1T looks like this: 

i
i− 1T =

⎛

⎜
⎜
⎝

cos(θi) − sin(θi)*cos(αi) sin(θi)*sin(αi) ri*cos(θi)

sin(θi) cos(θi)*cos(αi) − cos(θi)*sin(αi) ri*sin(θi)

0 sin(αi) cos(αi) di
0 0 0 1

⎞

⎟
⎟
⎠ (5) 

To calculate the position matrix ii− 1T from the origin to the position 
where the hand is located, the position matrices from the origin to the 
shoulder joint, from the shoulder joint to the elbow, and finally, from the 
elbow to the hand have to be multiplied as follow: 
3
0T = 1

0T(θ1)*2
1T(θ2)*3

2T(θ3) (6) 

The position matrix ii− 1T is constructed in this way: 

Fig. 7. Convention of the simulated arm.  

Table 2 
Denavit-Hartenberg parameters  

Joint θi di ri αi 

1 θ1 d1 = dshoulder 0 90◦

2 θ2 d2 = dupperarm 0 -90◦

3 θ3 0 r3 = rforearm 0  
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i
i− 1T =

⎛

⎜
⎜
⎝

Rxx Rxy Rxz Tx
Ryx Ryy Ryz Ty
Rzx Rzy Rzz Tz
0 0 0 1

⎞

⎟
⎟
⎠ (7) 

Here "R" stands for an element of the rotation matrix within the 
matrix ii− 1T and "T" stands for an element of the translation vector within 
the matrix ii− 1T. After calculating the matrix, the translation vector in (8) 
on the left side can be equated with the position vector of the hand as 
determined by the eye tracker on the right side with rearranging the 
values, such that r3 is only within the left vector: 
⎛

⎜
⎜
⎝

rforearm*[cos(θ1)*cos(θ2)*cos(θ3) − sin(θ1)*sin(θ3) − 1]

rforearm*[sin(θ1)*cos(θ2)*cos(θ3) + cos(θ1)*sin(θ3)]

rforearm*sin(θ2)*cos(θ3)

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

− dupperarm*sin(θ1)

dupperarm*[1 + cos(θ1)] + offsety

offsetz

⎞

⎟
⎟
⎠

(8) 

The distance of the hand to the shoulder socket depends exclusively 
on θ3, since the other two angles only change the distance of the hand to 
the body, but not to the shoulder socket. Therefore, the angle θ3 can be 
determined by transforming the cosine rule. Here, dupperarm serves as the 
adjacent leg of the triangle, rforearm is the opposite leg, and the hypote

nuse is given by ‖ h
→

− s→‖2, where h
→

is the position vector of the hand 
with respect to the origin and s→ is the position vector of the shoulder 
with respect to the origin. Using the cosine rule, the equation for 
determining θ3 is as follows: 

θ3 = 90∘ − arccos

(
‖ h
→

− s→‖2 − d2
upperarm − r2

forearm

− 2*dupperarm*rforearm

)

(9) 

In the above formula, subtracting the result of the “arccos” from 90◦

serves to make the forearm point forward when the eyes are looking 
straight ahead. In this way, both flexion and extension of the elbow can 
occur in a combined range of 180◦. The angle θ3 and the angle θ2 is 
determined by rearranging the z-components of each entry in the posi
tion vectors of the hand. This results in the following equation: 

θ2 = arcsin
(

offsetz

cos(θ3)*rforearm

)

(10) 

By computing the position vector with θ1set to a fixed value, one can 
derive the angle between the actual desired position and the position 
obtained from the fixed value θ1. The best setting for the angle θ1is equal 
to 0◦, because setting it to any other angle would require subtracting that 
angle from the determined angle between the actual position and the 
position calculated by setting the angleθ1to a fixed value. Since the 
angle θ1only appears in the x- and y-components of the position vectors, 
the equation ignores the displacement in the z-direction. The resulting 
equation looks as follow: 

θ1 = arctan2
(
hx, hy

)
− arctan2

(
hx[θ1 = 0], hy[θ1 = 0]

)
(11) 

The function “arctan2” is chosen instead of the regular “arctan” 
because the use of the latter can lead to incorrectly calculated angles. 
This can happen because the function “arctan” cannot distinguish be
tween quadrant 1 and 3 as well as between quadrant 2 and 4. The ele
ments “hx” and “hy” represent the x- and y-values of the position vector 
derived by calculating “offsety” and “offsetz” , while the values “hx[θ1 =

0]” and “hy[θ1 = 0]” represent the values of the position vector. It is 
derived by inserting the previously calculated angles θ2 and θ3 into the 
translation vector and setting the angle θ1 equal to 0◦. 

3.4. Implementing the simulation and eye tracking result 

The following diagrams show the results of two exemplar tests that 
measured the displacement of an eye during static gaze at specific points 
and the robot following the eye inputs. One test was performed with the 
original eye tracker using MATLAB and one test was performed with an 
eye tracker using Python. 

In each test, the camera was at a distance of about 30 cm from the 
face. The gaze points are each 4 cm to the right or left and 4 cm above or 
below the lens. They are marked on a paper template that was placed 
around the camera. 

For each eye tracker, a test measured the offset of 50 detected circles 
when looking left and the offset of 50 detected circles when looking 
right. A sound signal indicated the moment to move the gaze to the next 
point. 

The other test run of each eye tracker had the same setup but 

Fig. 8. Test with eye tracker by MATLAB.  Fig. 9. Test with eye tracker by Python.  
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measured the offset of 50 detected circles when gaze was directed to the 
marked point 4 cm above the lens and then, after the signal, the offset of 
50 detected circles when gaze was directed to the marked point 4 cm 
below the lens. Image resolution was 720×1280 pixels for all tests. In
dividual data points are marked with a "+" and the mean with an "x". 

The graph in Fig. 8 shows the results of the first test with the eye 
tracker in MATLAB. The red data points show the offset of each detected 
circle when gaze is directed to the left, and the blue points when gaze is 
directed to the right. Since many samples are on the same point, the total 
number of data points appears to be less than 100. Since the blue and red 
data points do not cluster in a particular area and have almost the same 

mean value, it would not be possible for an algorithm to distinguish 
between the two different inputs (left or right gaze). The main reason for 
this is the fact that the reference point from which the offset is calculated 
varies randomly from image to image. This variation results from the 
face detection algorithm that is run on each captured image and then 
outputs the coordinates of the face in the image. 

The graph in Fig. 9 shows the result of the second test with the eye 
tracker using Python. The red data points show the offset of each 
detected circle when the gaze is directed upward, the blue points when 
the gaze is directed downward. The graph shows the same features as the 
first one, but faster. There are no clusters and the variations appear to be 
random. Moreover, the test results with robot will be described in the 

Fig. 10. Robot arm in a start position.  

Fig. 11. Robot arm position regarding to (a) a random movement (b) central gaze point (c) left gaze point (d) right gaze point (e) upper gaze point (f) for lower 
gaze point. 

Table 3 
Robot arm angles according to the gaze point movement  

A. Abbasimoshaei et al.                                                                                                                                                                                                                        
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next section. 

3.5. Implementing the simulation 

The arm is simulated in the simulation program RViz, which is an 
implemented complement to the communication program ROS. A urdf 
file is used to specify the links of the robot model and the joints between 
each link, so that the robot model represents the set factors. As it can be 
seen, the robot is modelled in a way that it can be attached to the 
paralyzed arm and move it. In the simulation neither the collision be
tween the links is activated nor the speed of the executed movement is 
limited. Thus, the simulation is able to update its angles immediately 
when the view changes and adjusts its position accordingly. Moreover, 
the speed at which the position of the arm would be changed in practice 
by a motion guide is also limited. This is due to the physical limitations, 
as the position of the arm cannot be updated instantly in practice, and 
also the safety of the user should be ensured by limiting the speed of a 
practical device. Fig. 10 shows the robot simulation in a situation where 
all calculated angles are zero and only the fixed 90◦ rotations of the 
coordinate system at the joints "t2′′ and "t3′′ rotate the links of the robot 
model. 

Fig. 11 shows the robot simulation in different moving states where 
all angles "t1", "t2′′ and "t3′′ were changed based on the implemented 
angle data. Based on the systems identified and the tests results (Tables 3 
and 4), it is shown that this method of eye tracking is suitable as a means 

of controlling robot movement. 

3.6. Data of the object-mounted eye tracker implemented on random 
healthy users 

Fig. 12 and Table 5 show the average results of three tests of the eye 
tracker performed on three random volunteer healthy subjects. In each 
test, the user looked directly at the camera. The camera was at a distance 
of 40 cm from the face and a chin rest was used. Each test contains 100 
samples. Phi and theta indicate the angular displacement of the eyeball 
in the horizontal and vertical directions, respectively. The green mark
ings in the graph serve as orientation points in order to facilitate the 
assessment of the size of the offset. Each mark corresponds to a gaze 
point 10 cm from the camera lens. All details can be found in the Table 5. 

The communication with the robot was not verified in previous 
works such as [26–28], so the parameters are not optimized to be more 
suitable for robotic projects. For example, compared to previous work 
such as [27], this system is not more accurate, but the accuracy is suf
ficient for the robotic system, and the more important parameter, 
namely the sampling rate, which affects the communication with the 
robot, is better in this work. 

4. Conclusion 

In this study, the ability of eye trackers attached to the object was 
used as a system to improve the abilities of motion-impaired individuals 
by controlling a motion guidance device. This system can be used for 
both prosthetic and external robot arm. The general results of experi
mental testing, code implementation, and arm simulation can be sum
marized as follows: 

While processing images, motion can be adjusted more quickly when 
Python is used instead of MATLAB, even if the eye is temporarily 
occluded. In practice, the speed at which motion guidance adjusts the 
position of a limb may be limited by the need to ensure safe execution of 

Table 4 
Robot arm angles according to the gaze point movement  

Fig. 12. Test with eye tracker on healthy users.  

Table 5 
Test results on healthy users   

Test 1 Test 2 Test 3 
Accuracy 17,61 ◦ 13,8 ◦ 15,09 ◦

Precision 15,37 ◦ 20,97 ◦ 15,64 ◦

Detection Rate 0,45 0,43 0,55 
Sampling Rate [1/s] 11,62 11,62 11,63  
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the limb movement. In addition, both programs can provide sufficient 
speed for robotic applications. This new algorithm development of the 
object-mounted eye tracker for this particular application, instead of a 
commercially available system, provides a robotic optimized open 
source implementation that is widely available and can be easily set up 
with a webcam. It can help the medical robots used for paralyzed people 
to be compatible enough with different situations and enable paralyzed 
people to control a prosthetic arm or an external robot by eye-tracking. 

In general, object-mounted eye trackers can compete with head- 
mounted eye trackers in an environment where it is possible to set up 
camera devices. Therefore, the range of motion of object-mounted eye 
trackers is more limited compared to head-mounted eye trackers. The 
object-mounted eye tracker has the potential advantage of a longer 
useful life because the useful life is limited only by the time that the fully 
charged motion guidance device can support the user’s movement, 
while the time is shorter for head-mounted eye trackers because the 
energy of the head device is consumed more quickly than that of the 
motion guide device. Moreover, an object-mounted eye tracker does not 
require physical contact to the user (glasses may get uncomfortable with 
time). In general, it can be said that a good combination of these two 
methods is the most suitable and comfortable environment for paralyzed 
people. 

Future outlook 

In order to freely control a prosthetic arm or robot in three- 
dimensional space, control over a 3rd degree of freedom would need 
to be implemented. Future work could investigate the forms of addi
tional input that make this possible. Alternatively, an algorithm could be 
implemented to adjust one joint at a time and then move to the next 
joint. This stepwise approach, while slow, could be implemented with 
control over 2 degrees of freedom. 

Most of the variance in the measured offset comes from the face 
recognition algorithm used, whose variances in determining face posi
tion extend to the position of the reference points, making them unsta
ble. Future implementations will need to make changes to compensate 
for this variance which also can distinguish between two different inputs 
(left or right gaze). Moreover, we are in the process of obtaining ethical 
clearance to conduct tests on users with motor impairments and then 
also to test the system as a clinical and home therapy method. 
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