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Absiract

This thesis shows that social engineering mainly relies on peripheral route persuasion and that conse-
quently, Cialdini’s principles of influence can be used to explain how social engineering attacks work.
It is further shown by a comprehensive literature review that individual values of personality traits re-
late to social engineering susceptibility. Based on these arguments, a framework is proposed, which
can help to guide future research. Suggestions to plausible relations between the personality traits of
the Big 5 Theory and the principles of influence are made. These relations need to be evaluated by
future research. Lastly, an integrated approach to prevention against social engineering attacks is pro-
posed, which combines penetration tests using social engineering, security awareness trainings, and
the development of a security-aware organizational culture. The methodology used in conducting this
investigation is a theoretical, positive research approach. Extensive literature reviews have been con-
ducted on social engineering, psychology of persuasion and the influence of personality traits on the
success of social engineering attacks. Based on an analysis and discussion of these reviews, proposals

for a new framework and a prevention approach have been developed.
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1 Introduction

In late 2009, Robin Sage, a 25-year-old American cyber threat analyst, became active on multiple so-
cial networking websites. During a month, she made hundreds of new friends and connections, many
of them working at American government entities like NSA (National Security Agency), DOD (De-
partment of Defense), and Military Intelligence Groups as well as at Global 500 companies [59]. She
received multiple job offers and gifts, and was asked to speak at security conferences. Her new on-
line friends even asked her to review papers and presentations, and gave her access to email addresses
and bank accounts. The drawback was that Robin Sage was not a real person. She was created by
Thomas Ryan, a security specialist, as a social experiment about information leakage. Had Ryan been
a criminal trying to use the information gained by this false identity, he could have stolen research,
gained insight into some companies’ goals, security, and salaries, and probably would have been able

to commit identity and financial fraud.

This is a vivid example of social engineering (SE), which is broadly defined as a set of techniques
used to manipulate people into performing actions or disclosing confidential information [48]]. Accord-
ing to the Computer Security Institute (CSI) [58]], exploitation of users’ social network profile options
were experienced by 5% of their respondents in 2010. 11% had their systems penetrated by outsiders
and 39% had been fraudulently represented as senders of phishing messages, an “email based decep-
tion where a perpetrator (phisher) camouflages emails to appear as a legitimate request for personal
and sensitive information” [72]]. Another report states that “the most common attack vectors for social
engineering attacks were phishing emails, which accounted for 47% of incidents, followed by social
networking sites at 39%. New employees are the most susceptible to social engineering, followed by
contractors (44%), executive assistants (38%), human resources (33%), business leaders (32%), and
IT personnel (23%). [...] According to figures from the U.S. Computer Emergency Readiness Team
(US-CERT), phishing attacks accounted for 53% of all security incidents in 2010  [[15]].

The Verizon Data Breach Investigations Report [71] analysed a sample of 855 incidents in 2011,
which occurred to organizations in 36 countries. Approximately 174 million records were compro-
mised. 60 incidents occurred in larger organizations (with at least 1,000 employees), 660 in organiza-
tions with less than 1,000 employees. The organizations’ size of the remaining incidents was unknown.
These numbers show that every organization, regardless of size and geographical location, is a poten-
tial target for security attacks of all kind. External agents were responsible for 98% of data breaches,
and 7% of the attackers adopted social engineering tactics. In larger organizations, social engineering

tactics were used in 22% of the cases, indicating that the probability to be a target for social engineering



1 Introduction
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Figure 1.1: Social attacks, attack channels, and targets, Verizon Data Breach Investigations Report

is higher for larger organizations. The authors of the report argue that this is probably due to greater
anonymity of employees and more sophisticated perimeter defences. The third most used attack vector
in large organizations was an external using social engineering attacks against people’s integrity, while

the eighth most used attacks went against confidentiality [[71].

In Figure [I.1] the social tactics and channels used as well as the targets of the attacks are shown.
The different kinds of attacks will be discussed in Chapter 2} For now, it should illustrate the point
that social engineering encompasses a variety of tactics, which are often combined. The targets of
social attacks enfolded people of all hierarchy levels in organizations. Regarding the channels used, it
is likely that social networking sites are under-represented in this sample. It can be assumed that social
networks are used for information gathering before the actual social engineering attack, since the in-
formation on social networks are not only easily obtained, their fetch is usually not detected, at least on
public profiles. The detection of the use of this channel in a social engineering attack is very difficult
since organizations cannot and should not control everything that the people inside the organization
write on social networking sites. The organizations can of course use non-disclosure agreements, and

prohibit private use of computers at work for preventing internal documents to be spread into the public



domain. This could be enforced by tapping the outgoing data links of the organization. However, it is

neither possible nor legal to control what employees write on social networks in their free time.

The statistics quoted in the previous paragraphs show that social engineering is on the rise, and
threatening not only companies and government agencies, but also individuals, the latter mostly re-
garding identity fraud. Any person could be the target of such an attack. Of course, there might be
differences in how great an asset a person is. A manager could possibly disclose more valuable infor-
mation than a cleaning worker. However, one single person in an organization who gives an attacker
information, no matter how insignificant it may appear, can be sufficient to enable him to compromise
whole systems. In this regard, it is highly interesting to examine which factors contribute to the success
of these attacks. The authors of the Verizon report state as a reason for the use and success of social
engineering tactics that “the ’carbon layer’ of information assets (the user) is notoriously susceptible to
social tactics such as deception, manipulation, and intimidation, and savvy threat agents know how to
use this to their advantage” [[71]]. This is in line with the common saying in IT security, that the human
being is the weakest link of the security chain [50} [64]]. Social engineering bypasses every digital and
physical security feature [64]. In this thesis, an attempt will be made to shed more light on this relation

between humans as individuals and the success or failure of social engineering attacks.

This paragraph defines the scope of this work. Social attacks via persuasion and influence are con-
sidered, while direct threats including threats of violence, coercion, blackmailing, bullying, or bribery
are not considered. Another differentiation refers to willingly or unwillingly, and intentional or unin-
tentional acts from the targeted employee. The employee is not forced to comply through direct threats
but decides to comply with the request of the attacker. Thus, whatever he or she does is done willingly.
Both intentional and unintentional violations of security policies and disclosure of private information
are within the scope of this work: At the time of the attack, the employee could either not think about
violating policies intentionally but simply comply with a request, or he could intentionally decide to
comply with the request, although he knows that this violates policies. Both cases are within the scope
of social engineering attacks. In the first case, the targeted employees often question their actions
afterwards, if they realize that they have done something that violated security policies or common
sense. Nevertheless, it could also happen that the employee does not even realize that he has been the
target of an attack or that he has disclosed private information. A possible distinction could be made
regarding to competitive intelligence. Although the scope of techniques used for industrial espionage
is much broader, it can and supposedly does also include social engineering attacks for information
and financial gain. Thus, industrial espionage cannot be clearly confined from social engineering, but
it can be seen on a meta-level. Market research can contrariwise be differentiated clearly from social
engineering, since it only uses legal and publicly available means to information gathering about mar-
ket and competitors. In this work, it will not be discussed how exactly detection of and defence against

social engineering attacks work. Rather, some aspects, which can improve both, will be analysed.



1 Introduction

The methodology used in conducting this investigation is a theoretical, positive research approach
[[54]]. Extensive literature reviews have been conducted on social engineering, psychology of persua-
sion and the influence of personality traits on the success of social engineering attacks. Based on an
analysis and discussion of these reviews, proposals for a new framework and a prevention approach

have been developed.

In Chapter 2, the current state of research pertaining to social engineering is presented. In Chapter 3,
Robert Cialdini’s principles of influence and their relation to social engineering are discussed. While
these principles are assumed to apply universally to every human being, not every person seems to be
equally vulnerable to social engineering attacks, which suggests that individual differences in targets
might mitigate the effects of persuasion attempts. In Chapter 4, the concept of personality, which is one
such individual factor, and the leading theoretical model are presented. A framework is developed for
how personality affects susceptibility to social engineering attacks in Chapter 5, supported by research
results and supplemented with research proposals for hitherto untried relations. Knowing about the
relationship between personality and social engineering susceptibility enables us to think about more
specific prevention possibilities. These are discussed in Chapter 6. At the end, a conclusion and an

outlook are provided in Chapter 7.



2 Social Engineering

2.1 Social Engineering Techniques

Generally, social engineering techniques can be differentiated into human-based and computer-based
attacks. Human-based attacks require direct interaction (face to face or via telephone), while computer-
based attacks, as the name suggests, usually take place in the digital world [55]. The second dimension
inherent in this differentiation is direct versus indirect. Although human-based attacks per definition
require direct interaction, computer-based attacks can be either direct as in chats or messengers, or
indirect as in emails or websites. The direct computer-based attacks usually involve techniques sub-
sumed under human-based attacks, such as impersonation or pretexting. Looking at the phases of a
social engineering attack, one can differentiate pre-attack techniques for information gathering and the
actual attack techniques. The pre-attack information gathering phase involves only indirect actions.
Therefore, it does not include human-based attacks, since those are direct. It can, however, contain
indirect computer-based techniques. The actual attack phase includes the classical social engineering
techniques both human-based and computer-based. Table [2.1] visualizes the classification described
above, and the following listing shows social engineering techniques that have been discussed in pre-
vious research (see, for example, [37, [69]]), with the exception of direct computer-based techniques.
The latter have not been discussed in the literature but are included for completeness regarding to the

classification above.

Human-Based | Computer-Based
Pre-Attack Information Gathering - Indirect
Classical Social Engineering Attacks | Direct Direct & Indirect

Table 2.1: Dimensions and Phases of Social Engineering Attacks

Pre-Attack Information Gathering

e Techniques without contacting a target (Indirect)
— Dumpster Diving (searching for information in the garbage of the organization)

— Shoulder Surfing (observing people when they use confidential information such as

login data)
— Eavesdropping
— other Observation Techniques (in person and technologically)

— Stealing



2 Social Engineering

o Computer-based Attacks (Indirect)

— Social Network Information Gaining

— Website Surfing (open source information)

— Guessing Passwords

Classical Social Engineering Attacks

e Human-based Attacks (Direct)

— Impersonation and Pretexting (e.g. posing as an insider or legitimate visitor)

*

*

*

*

Appealing to Emotions
Being Likeable
Establishing Rapport
Flirting

Lying

Manipulation & Deception
Name dropping

NLP (Neuro-Linguistic Programming, a technique using gesture, facial expres-

sion, tone of voice, language, and keywords to gain compliance)
Reciprocation

Social Validation

Using Authority

Using Fake ID

Using Jargon or Lingo

— Tailgating / Piggybacking ( “Please hold the door!”)

e Computer-based Attacks (Indirect)

Phishing
Placing USB devices with malicious code inside (or in the vicinity of) the company
Malicious E-Mail Attachments

Using Key-Loggers

o Computer-based Attacks (Direct; uses human-based techniques)

— Chat-based

— Messenger-based

— Video-based



2.2 Defining Social Engineering

Concerning information gaining via social networks, Huber et al. introduce an attack called au-
tomated social engineering, where bots are used to collect information freely available in a social
network, and to directly contact people via social networks to elicit information [36l]. This enables at-
tackers to gain even more information with less personal effort, and increases the probability of social

engineering being used even further.

2.2 Defining Social Engineering

The first thing noticed in a research about social engineering is that most publications cite non-scientific
and popular scientific sources rather than scientific publications for defining the subject, which is prob-
ably due to the fact that the topic was first recognized by the public and economy after some famous
(or rather infamous) individuals like Kevin Mitnick or Frank W. Abagnale, Jr. had publicized their
past activities as social engineers [1}, 41, 48]. Only after the public and the economy gave the topic
a wide range of attention, IT scientists started to engage in research about social engineering as a
distinct subject. Although nowadays there are quite a few scientific publications about social engineer-
ing, the most comprehensive compilations about this topic still seem to stem from websites such as
http://www.social-engineer.orgor http://www.csoonline.com. These websites take a very

practice-oriented view, and offer many examples and proposals for prevention.

Hadnagy, one of the creators of http://www.social-engineer.org, defines social engineering
as “the act of manipulating a person to take an action that may or may not be in the target’s best inter-
est. This may include obtaining information, gaining access, or getting the target to take certain action”
[31]. He has proposed a social engineering framework that includes a collection of skills that “when
put together make up the action, the skill, and the science” [31]] he calls social engineering. The frame-
work defines consecutive phases of a social engineering attack: information gathering, elicitation, and
pretexting. Furthermore, he specifies psychological principles and different tactics of influencing oth-
ers. Lastly, he presents physical, computer-based, and phone tools for social engineering. Hadnagy’s
framework is suggestive of a patchwork that combines everything that has been associated with social
engineering over the years. Additionally, the phases, which are presented, appear to be hard to differ-
entiate: both elicitation and pretexting can have the primary goal of information gathering. Hadnagy
takes a very broad approach in his definition of social engineering, as he includes legitimate persua-
sion episodes like psychotherapy or educational situations, and even children trying to get their parents
to do something. Hadnagy justifies this broad approach with the argument that although the settings
and intentions are diverse, malicious attackers and legitimate users of social engineering, like doctors,
psychologists or teachers, are using the same approach. However, with respect to social engineering
as a research field of IT security, the focus is on a malicious social engineer trying to gain confidential

information for breaking into a system. Thus, we need a more specific approach for a usable definition.

Therefore, a literature review has been conducted to compare definitions of social engineering.

While there seems to be no universalized definition commonly used, there are certain aspects that
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Figure 2.1: Tetri et al.’s Social Engineering Framework [69]

most publications refer to (see, for example, [2} 501162} 169]). Generally, two actors are defined:
an attacker, the social engineer, and a victim, mostly referred to as the target. The attacker uses some
kind of techniques to make the target perform actions or divulge confidential information (for example,
a user name and password) that he or she would not have performed or divulged normally. Implied in
this approach is some sort of trickery or persuasion to make the target comply. Many authors explicitly
include an exploitation of human traits like trust and emotions by the attacker. The goal of a social
engineering attack is mostly stated as getting access to confidential information or whole IT systems,
usually for sabotage, financial gain or identity fraud. The reason for using social engineering in the
first place is that most attackers perceive social engineering as easier and more promising compared to
searching for technological weaknesses and hacking into systems, due to the fact that in the past, the
focus of IT security has been on technological defence against perpetrators, leading to better perimeter
defences, which increase the difficulty of breaking into a system technologically. Social engineering,
however, requires only a minimum of technical expertise. Moreover, it uses an attack vector that cannot

simply be patched when a vulnerability is detected — the user.

Tetri et al. declare that most of the social engineering literature focuses on individual techniques that
were used in incidents. They state that this focus leads to a “scattered, anecdotal, and vague notion”
[69] of social engineering, and a lack of analytical concepts. The consideration of single incidents

without an extraction of the basic principles and mechanisms has lead Tetri et al. to the conclusion



2.2 Defining Social Engineering

that “the victim’s psychological traits are overemphasized, although this kind of explanation can cover
only a small portion of social engineering cases” [69]. Therefore, they have developed a compre-
hensive framework of social engineering, that does not only focus on the attacker-target-relation but
also encompasses situational and organizational conditions. Through the analysis of social engineering
techniques, they extrapolated three dimensions of social engineering: persuasion (“‘getting a person to
comply with an inappropriate request” [69]]), fabrication (“providing misleading cues to the target in
order to affect its interpretation of what is going on in the situation” [69]), and data gathering (getting
information for further intrusion, not necessarily based on direct interaction). Tetri et al. argue that
through these dimensions, social engineering can be described in all its aspects. Every social engineer-
ing technique can be characterized by its manifestation of these three dimensions, whereat usually not
a single dimension but a mix of all three dimensions applies. In Figure Tetri et al.’s framework
of social engineering is shown. The elements that they argue to be overemphasized in the previous
literature are displayed in black, while the grey elements are at most implicitly present in the previous
literature but are nevertheless stated to be essential in analysing social engineering. Tetri et al. argue
for a multidimensional approach for analysing social engineering. Thus, in their framework, the re-
lation between attacker and target has been expanded to also include organizational settings and the
information security policy of the organization, both of which influence the target’s interpretation of
the situation. This approach seems sensible since it broadens the scope of analysis, and gives more

starting points for prevention.

Comprising the points discussed above, I define social engineering adopted for this work as followed:

Definition 1. Social engineering is an attack where a human is illegitimately manipulated into per-
forming actions or divulging information that he or she would not have done without the manipulation.
To achieve this manipulation, the attacker uses a set of techniques to be more convincing, including
persuasion as well as impersonation, information gathered beforehand, or cues, which leads the tar-
geted employee to misinterpret the situation according to the attacker’s intent. The interpretation of
and reaction to the attack by the target is also defined to belong to social engineering, since the dy-
namic interaction between attacker and target is a central part of social engineering. The target’s
interpretation of the attack, including the realization that an attack is happening at all, is influenced
by situational and organizational settings as well as individual experience. The goal of the social en-
gineer is getting access to confidential information or systems for sabotage, financial gain, or identity

fraud.

According to this definition, an essential part that determines the success of a social engineering
attack is the target’s ability to detect the attack and resist the manipulation. The following chapters

discuss important aspects that influence these abilities.
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3 Cialdini’s Psychology of Persuasion and
Related Theories

Most people think that they are not likely to be the target of a social engineering attack, and moreover
that they can detect social engineering attacks and persuasion attempts, respectively (see e.g. [60]).
However, this is provably not the case, otherwise, there would not be that many reports of successful
social engineering attacks. Where do these misjudgements come from? Schneier [65] argues that most
wrong appraisals of risk are evolutionary justified. Human risk perception has evolved over thousands
of years, and has worked well until the pre-industrialized age. However, technological progress has
changed our way of living so fast that the slower evolutionary process has not had time to adjust. “Like
a squirrel whose predator-evasion techniques fail when confronted with a car,[...] our innate capabilities
to deal with risk can fail when confronted with such things as modern human society, technology, and
the media. And, even worse, they can be made to fail by others — politicians, marketers, and so
on — who exploit our natural failures for their gain” [65]. Table shows the most common risk
misjudgements. Some of these entries can explain why people underestimate their risk to be a target of
social engineering, e.g. it is anonymous, and not much discussed in the public. However, this approach
cannot justify all misjudgements of risk, especially not those pertaining to social life, since social life
exists as long as the human race. The social engineer usually tries to be perceived as a trustworthy
person, for example, a member of a peer group, when posing as an insider. Thus, he circumvents most
risk assessments that relate to technological progress, which implies that the evolutionary approach to

risk misjudgements is not adequate for this specific scenario.

Another point discussed by Schneier as a reason for wrong appraisals and decisions are heuristics.
Heuristics are short-cuts, stereotypes, rules of thumb, and biases that we use to reduce cognitive load
[65]. These heuristics are evolutionary beneficial, just like risk perception. However, just like risk
perception, some of these heuristics are just not suited to modern life, and can be exploited by others.
Admittedly, in the complexity and with the information overflow of modern life, it is just not possible
to live without heuristics. People cannot fully analyse every decision. Cialdini [10] discusses how a
malicious person can take advantage of the heuristics and biases we have. For this, he has deduced
six principles of influence, which will be presented in the next section. Later in this chapter, it will be
shown that his work, which is mainly about sales and marketing, can be adopted to social engineering

and the biases and heuristics we have about risk and security.

Cialdini uses the metaphor of a ,,Click-Whirr“-behaviour [10]], depicting an automated behaviour

usually triggered by a single feature of the relevant information in the situation (“Click”), the heuristic.

11



3 Cialdini’s Psychology of Persuasion and Related Theories

People exaggerate risks that are: People downplay risks that are:
Spectacular Pedestrian

Rare Common

Personified Anonymous

Beyond their control, or externally imposed | More under their control, or taken willingly
Talked about Not discussed

Intentional or man-made Natural

Immediate Long-term or diffuse

Suddenly evolving Slowly over time

Affecting them personally Affecting others

New and unfamiliar Familiar

Uncertain Well understood

Directed against their children Directed towards themselves

Morally offensive Morally desirable

Entirely without redeeming features Associated with some ancillary benefit
Not like their current situation Like their current situation

Table 3.1: Conventional Wisdom About People and Risk Perception, taken from Schneier [65]].

It helps to decide on correct action (“Whirr”’) without having to completely analyse the whole situation
in every detail. This is efficient and economic because it saves energy, time, and mental capacity. The
disadvantage is clearly the possibility that by reacting only to one piece of the available information,

errors can happen, especially if someone is exploiting this trigger information intentionally.

The theory that is at the base of this automated short-cut responding is the Dual Process Model of
Persuasion, also known as the Elaboration Likelihood Model [30]. It states that there are two different
ways in which humans process information: centrally and peripherally. The central route, or systematic
processing, is taken when the individual focuses on the content of the message. Decisions are made
based on qualitative factors of the arguments. When the peripheral route, or heuristic processing, is
taken, the individual uses heuristics to decide on his or her attitude on the topic. There is evidence for
some factors making peripheral processing more probable, including strong affect, lack of motivation,
lack of personal relevance of the topic, lack of knowledge about the topic, lack of cognitive ability to
process the message, lack of time, cognitive comfort due to trust, and communication modes where the
influence agent is salient [6} (10, 130} |60, [77]. However, even if a topic is important to us, we are not
always able to make decisions based on a full analysis due to the pace and complexity of modern life
[1Ol]l. As a matter of fact, it is quite probable that most decisions are made without full consideration or

even full knowledge of all facts.

Social influence refers to “the change in one’s attitudes, behaviour, or beliefs due to external pres-
sure that is real or imagined” [30]. There are two specific types of influence that are of interest in
this work: compliance and persuasion. Persuasion focuses on the change in attitude, knowledge or
belief as a result of a received message. Compliance focuses on change in behaviour that results from
a direct request. “The request may be explicit [...] or it may be implicit, [...] but in all cases, the target

recognizes that he or she is being urged to respond in a desired way” [[11]. Compliance and persuasion

12
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Persuasion
Topic Knowledge Agent
Knowledge | Knowledge |

Persuasion
Topic Knowledge Target
Knowledge Knowledge

Figure 3.1: The Persuasion Knowledge Model by Friestadt and Wright [26]]

can both be understood in terms of a human tendency for automatic shortcut responding. The set of
trigger features (heuristics) for compliance tells us when compliance is likely correct and beneficial,
which is what is usually abused by a social engineer. While persuasion in this work is regarded as
interchangeable with influence, and represents the action of the social engineer, its effect can be both

persuasion and compliance with respect to the definition above.

Friestad and Wright have developed a persuasion knowledge model (see figure [3.1) that includes
the points of view of both parties in a persuasion episode [26]. Persuasion knowledge is defined as
the personal knowledge of an individual about persuasion attempts, which helps to identify how, when,
and why someone tries to influence him or her. Friestadt and Wright assume that people’s goal in a per-
suasion episode is to maintain control over the outcome, and achieve their salient goals. Therefore, the
roles of target and persuasion agent are fluent, and can alternate multiple times during an episode. The
use of persuasion knowledge in this situation is not necessarily typical. Persuasion coping behaviour
of targets encompasses their cognitive and physical actions during the episode as well as their thinking
about an agent’s persuasion behaviour before, between, and after episodes. Friestad and Wright pro-
pose three relevant knowledge structures that interact to determine the outcome of a persuasion attempt:
persuasion knowledge, agent knowledge (what the target believes about the traits, competencies, and
goals of the persuasion agent), and topic knowledge (beliefs about the topic of the message). The
target’s persuasion-coping knowledge is proposed to enable the target to recognize, analyse, interpret,
evaluate, and remember persuasion attempts as well as to select and execute coping tactics believed to
be effective and appropriate [26]. It is assumed that the development of persuasion knowledge depends

on the maturation of some basic cognitive skills and on people’s accumulated experience with what

13



3 Cialdini’s Psychology of Persuasion and Related Theories

occurs in social encounters as well as social discourse about persuasion, advertising, and psycholog-
ical events. Thus, a practical application of this model in prevention could be based on the building
of persuasion knowledge through awareness trainings and personal experience with social engineering

attacks. More on this will be discussed in chapter 6.

3.1 The Six Principles of Influence

The principles of influence are assumed to generally apply to every human being. They are all sub-
sumed under Cialdini’s “Click-Whirr”’-automated-behaviour. Cialdini extracted them by experimental
studies and by field studies in the world of influence practitioners, predominantly in marketing and
sales. The crux with these principles is that even if one knows about them, it is not easy to identify
illegitimate use. As the behaviour triggered by these principles is an important source for social coher-
ence, and is deemed positive and socially desired behaviour, it is not advisable to reject it altogether.
Rather, it is needed to be able to identify illegitimate usage of fabricated triggers to specifically cope
with it. For the following subsections, where no other citation is made, the content refers to Cialdini’s

book “Influence: science and practice” [[10]].

3.1.1 Reciprocation
Reciprocation is a very strong social norm that obliges us to repay others for what we have received
from them [[11]. It is so strong because our society is based on it. Without it, continuing relationships
and exchanging goods and services would never have been developed in human history. Reciprocation
helps building trust with others, and refers to our need for equity in relationships. Every child is trained
to adhere to this norm or suffer severe social disapproval, which explains why reciprocation is such a
powerful principle. The pressure of obligation can be so high that to get rid of it, the target will pay back
a greater favour than he or she received before. The reciprocation principle works with concessions
as well. Even uninvited first favours invoke an obligation. The exception is a favour that is clearly
identified as a leverage. This is perceived as an illegitimate tactic, which usually backfires, and stirs
reactance. The best defence against illegitimate use of reciprocation is to accept initial favours and
concessions but be ready to re-evaluate them as tricks whenever they prove to be such, so no feeling of
obligation is aroused.

This principle is used in social engineering by offering free gifts or favours in advance of the attack,

thus increasing the probability of compliance due to a feeling of obligation. [[15]]

3.1.2 Commitment and Consistency

Will Durant abstracts an idea of Aristotle as: “We are what we repeatedly do” [[19]. This quotation
is a very good description of the principle of commitment and consistency. They are essentially two
sides of the same coin: Commitment is an act of stating what one person thinks he is and does, while
consistency makes that same person behave consistently according to his or her commitments, beliefs,
and self-ascribed traits [11]. “This consistency with prior commitments is a highly successful influence
principle because it alters one’s self-perception. We often look to our own behavior to understand who

we are. However, the outcome of our actions based on self-perception information varies based on the
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level of internal consistency we desire and the way a request is presented” [30]. However, there seem
to be some conditions on commitments and actions to alter our self-perception: they need to be active,
public, effortful, and freely chosen. Furthermore, the individual level of internal consistency we aspire,
and the way the request is presented also have some influence.

The theoretical basis for this principle is Festinger’s and Carlsmith’s cognitive dissonance theory
[22, [77]]. It proposes that people are motivated to maintain congruence between their attitudes and
behaviours to minimize the experienced cognitive dissonance.

Cialdini et al. [[13]] constructed a scale for measuring preference for consistency. They were able to
show that preference for consistency exists as a measurable personality trait, and that the *Preference
for Consistency Scale’ is a valid instrument for assessing it. The study revealed a surprising insight:
more than half of the participants held no particular natural preference for consistency. In another study,
they found that preference for consistency, and subsequently, the likelihood to comply with techniques
using this principle, increases with the years and is strongest in people older than 50.

Cialdini suggests that the best defence against this principle is to listen for signals from our body
that reacts with unease whenever we are being pushed by this principle’s pressures. But as Schneier
[65] has shown, our feelings and risk perceptions do not work that well in modern life.

One of the most widely used techniques using the commitment-and-consistency-principle is the foot-
in-the-door technique: the target is made to comply with a seemingly small request. After the target
committed him- or herself to comply, the real request is presented. The likelihood to comply with this,
usually essentially bigger, request is much higher after an initial commitment to a related request. In
social engineering, this could be used in a variety of ways. The small request could pertain to being
helpful in general, so the likelihood of helping with the real request is heightened. This principle
can also be used to attribute certain characteristics to the target, e.g. telling him at the beginning
how widely they are known for their cooperativeness and helpfulness, which can connect the target’s

identity to the subsequent request by giving them a reputation to uphold.

3.1.3 Social Proof

Social Proof is all about doing or believing what the other people around a person are doing or be-
lieving, especially in situations that are ambiguous, and if the others are similar to that person. It also
implies that we trust people who are like us, for example our friends, and their decisions and actions.
Ryan [59] states that the position his false identity Robin Sage claimed to occupy led people to
assume that she had passed background checks of the government, thus implying some level of trust
that could be given to her. This could of course be subsumed as belief to authority, but it can also
be seen as evidence that other relevant people from the field of security trust her, so, by social proof,
oneself can also trust her. Even (self-proclaimed) experts in the field of Cyber-Security connected to
her without any check of her background and trustworthiness. The more people from the field of I'T-
Security connected to her, the greater became the impact of Social Proof that the fake accounts could
use for connecting to other people. This was enhanced by Robin befriending some very respected

specialists in the security sector. Ryan also states that social networks “encourage people to grow their
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network by establishing trust based on mutual friends. [...] Cyber predators are aware of this “mutual
friends’ oversight and exploit it readily” [59].

Cialdini [14] conducted a study on both social proof and commitment-consistency. Both principles
were influential across cultures, but the commitment-consistency principle had a greater impact on
Americans, whereas the social proof principle had greater impact on Poles. This affect was attributed
to differences in individualistic-collectivist orientations of the individuals and their culture respectively.

The suggestion to resist the usage of this principle is to challenge evidence of social proof regarding
its validity, and to not form decisions based solely on social proof arguments.

In social engineering, this principle could be used by mentioning friends or colleagues of the target
that have supposedly told the attacker how helpful or knowledgeable the target is, thus using both
the principles of social proof and commitment-consistency at once. Alternatively, the attacker could
state how many colleagues have already complied with his request, for example, filling out a survey
including user name and password. Of course, this only works if this statement makes sense in the

scenario used by the attacker.

3.1.4 Liking

“If you make it plain you like people, it’s hard for them to resist liking you back™ [9]. This quote
from Bujold describes the liking principle perfectly. We prefer to comply with requests from people
we know and like. The reason for this is the fundamental human motive to create and maintain social
relationships with others. It takes as little as perceived similarity to enhance compliance, even if those
similarities are as superficial as shared names or birthdays, since similarities are cues for a potential
friend. This effect may be stronger among women than men, since females tend to be more relationship-
oriented than males [L1]. Another factor that enhances liking and consequently compliance to requests
as well as changes in others’ attitudes is physical attractiveness.

Ryan emphasizes “the role that sex and appearance plays in trust and people’s eagerness to connect
with someone” [59]. He deliberately chose “a young, attractive and edgy female” for his false iden-
tity, arguing that in the predominantly male sector of IT security, being a woman would heighten the
interests, and make people more comfortable. This assumption was confirmed by many comments on
Robin Sage’s social networking sites and personal messages. Another aspect of liking experienced by
Ryan was the common ground of educational ties. Many people connected to the fake account on the
basis of having been at the same school or college without ever checking if Robin even attended them.

Workman comments on a finding that “people usually ’trust those they like’, and conversely, they
usually ’like those they trust™ [77].

Social engineers often use humour to create liking towards them. They also often play on employees’
desire to be helpful [15]. This can be seen as liking in reverse: we all want to be liked, and perceived

as helpful.

3.1.5 Authority

Authority is probably the most plausible principle, since most people have made experience with com-

plying to authorities during their lives. The most famous scientific experiments about obedience to
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authority are the Milgram-Experiments [47]. They show that use of authority may even let us act
against our beliefs and ethics. This usually works for symbols of authority as well, e.g. uniforms,
badges, ID-cards, and titles. Authority is especially easy to forge as the symbols for authority can be
fabricated rather easily, and for telephone conversations, authority can simply be claimed, and is hard
to challenge. Moreover, people tend to trust people whom they perceive as credible regarding special
expertise or authority [77]. Another case in point for the success of this principle is the real story about
the “Hauptmann von K&penick”, where a former convict, wearing the right uniform, posed as a captain
of the Prussian army, commanded a troop of soldiers, imprisoned the major of Berlin Kopenick and
stole the city treasury [[73].

There are two different types of authority, one based on expertise and one based on the relative hier-
archical position in an organization or society. They correspond to soft and harsh influence techniques,
the former being based on factors within the influence agent, and the latter being based externally on
existing social structure [[11]. In social engineering, both types of authority are used. The expert author-
ity is often used when the attacker impersonates someone from the IT security department, claiming
that he needs ID and password of the target due to some problem with the target’s computer. The
hierarchical authority is often assumed to create an ambience of importance and stress, for example,
when the social engineer calls a help desk, and claims to be some manager who has lost his password

but very desperately needs access to his e-mails.

3.1.6 Scarcity

We assign more value to opportunities that are less available. This is due to a short-cut from availability
to quality. Moreover, if something becomes less available, we lose freedoms. Reactance Theory sug-
gests that we respond to this loss of freedoms by wanting to have what has become increasingly rare
more than before [7]. Another interesting finding is that limited information, in this case information
that is not generally accessible, is more persuasive.

Scarcity is probably the principle that is hardest to transfer to social engineering. In sales, it is very
easy to say that there is only a limited quantity available. However, it can be used in computer-based
social engineering to heighten the pressure to download programs or click on links. For example, if the
attacker knows what kind of software would be very useful for the target, he could lure the target with
an e-mail or advertise a free trial on a website that is only available for a few hours or for a limited
number of users (First-come, first-served). This can greatly enhance the probability of download of
the (malicious) software that enables the attacker to compromise the computer and probably the whole

system.

3.2 Persuasion and Compliance on the Internet

Since persuasion and compliance are an interactive phenomenon, it is reasonable to assume that on
the internet, a medium without direct personal contact, some aspects and results could be different.
Guadagno and Cialdini have written a review article about this topic [30]. For the following section,

where no other citation is made, the content refers to their article.
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There are some aspects of online interactions that should be considered, because they might influence
how persuasion and compliance work online. The internet enables people to stay anonymous almost as
much as they like. Since most online interactions are text-based, physical appearance is less important
than in direct face-to-face conversations. This extends to the absence of non-verbal communication in
general. Nowadays, it is technically feasible to provide real-time video conversations, but since this is
not standard in today’s business communication, this case will not be considered here. In this context,
the person trying to get the target to comply is called the influence agent. In a social engineering

context, this would be the attacker.

Since most physical and communicator cues such as liking, status, and expertise are less salient in
an online interaction, their impact on persuasion and compliance should be less important compared
to face-to-face interactions. Then again, social category cues can still be available. If the target is
informed that the influence agent is of a certain profession or social or organizational status, this might
influence his response. Photographs, for example in interactions on social networks, were shown to
increase compliance for both men and women, although the effects were stronger for men. They
provide social status cues. Both men and women were more compliant when the influence agent was

female.

Generally, Guadagno and Cialdini have found evidence that messages received through the medium
computer are more likely to be centrally processed, especially if the persuasive attempt is non-interactive
as for example in e-mails. A gender effect was reported: females show less agreement with a message
if it is presented via e-mail, compared to a face-to-face communication. This held regardless of the
strength of the arguments. Males contrarily showed no communication mode difference. The expla-
nation offered for this effect was a relationship-orientation of females, whereas males were oriented

towards the task and their own independence.

Only two of the six principles of influence have been explicitly examined empirically regarding the
internet: authority and commitment-consistency. As expected, status and expertise were less salient
in computer-mediated decision groups. Authority was shown to increase compliance in online groups
if used as a decision heuristic. However, in an interactive discussion its influence was much smaller.
Regarding commitment and consistency, the foot-in-the-door technique was shown to be effective in

several computer-mediated contexts as a function of desire for internal consistency.

While many studies examining phishing found demographics to be a mediator for phishing sus-
ceptibility, Mohebzada et al. contradicted these results in their large scale phishing experiments [49].
Workman emphasizes the nature of online-trust and its importance for conducting online business

transactions, but also warns that it can increase vulnerability for social engineering attacks [[77]].

In aggregating the results, Guadagno and Cialdini state “as a general rule, influence appeals that
are mediated by self-focus should operate similarly in online contexts [...], but others that rely on an

interpersonal interaction may function differently in an online interaction” [30].
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3.3 Mapping Social Engineering to the Principles of Influence

Tetri et al. question the existing research on social engineering on the topic of uncritically assuming
validation of psychological theories in another field as they have been developed for [69]. Specifically,
they challenge the assumption that Cialdini’s principles of influence, which have been written from
a perspective of sales and marketing, can be adopted to IT security. However, as was shown above,
social engineering attacks using each of the principles are possible. Moreover, Scheeres argues in
his thesis that these principles can be used in the context of social engineering. In his reasoning, he
compares Gragg’s psychological triggers, which are explicitly referred to as being targeted by social
engineering attacks [29], with Cialdini’s principles of influence to evaluate whether social engineering

can be equated to (illegitimate) persuasion [62]]. In Table[3.2] the result of this comparison is displayed.

Cialdini’s Principles of Persuasion | Gragg’s Psychological Triggers of Social Engineering
Scarcity Strong Affect
Overloading
Reciprocation Reciprocation
Liking and Similarity Deceptive Relationships
Diffusion of Responsibility
Authority Authority
Commitment and Consistency Integrity and Consistency
Social Proof

Table 3.2: Comparison of Cialdini’s Principles and Gragg’s triggers. Taken from Scheeres [62].

Gragg states that the arousal of strong emotions are used in many social engineering attacks to
disable the target’s central route processing. He calls this trigger strong affect. Scheeres argues that
nearly all applications of the scarcity principle fit into this trigger, but that the trigger can be more
broadly applied than the principle [62]. Gragg’s second trigger, overloading, also describes tactics to
disable central route processing by overwhelming the target with arguments in quick succession. This
trigger cannot be matched to any principle of influence. Reciprocation is the same in both approaches.
The trigger of deceptive relationships describes that in social engineering, the attacker often makes
the target believe that a relationship between them exists, or even builds such a relationship before
stating his request. This trigger and the principle of liking are based on attributes that the target desires,
thus, they can be seen as interchangeable. When using the diffusion of responsibility trigger, a social
engineer makes the target believe that he or she is not solely responsible for his or her actions. This can
be done, for example, by hinting that someone higher up in the hierarchy has already made the decision,
and that the target simply has to execute this decision. This trigger could be mapped to authority, but
since authority is defined as a trigger on its own that perfectly matches the corresponding principle, this
does not make sense. Instead, this trigger focuses on making the target believe that an action that clearly
violates security policies will have some greater benefit for the organization. In this regard, there does
not seem to be an equivalent principle of persuasion. The trigger of integrity and consistency matches
the principle of commitment and consistency. Lastly, the principle of social proof does not have a

correspondent trigger in Gragg’s taxonomy. Scheeres concludes that “while illegitimate persuasion
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and social engineering cannot be exactly equated, the principles of persuasion are very similar to the
psychological triggers of social engineering” [[62]]. Due to this statement and to the previously shown
exemplary social engineering attack for every principle of influence, it is concluded that Cialdini’s

psychology of persuasion can be used as a valid theoretical basis for social engineering.
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In psychology, personality is defined as a person’s relatively stable feelings, thoughts, and behavioural
patterns. These are predominantly determined by inheritance, social and environmental influence, and
experience, and are therefore unique for every individual [3]].

The most common classification approach in personality psychology is to try to extrapolate as few
statistically independent, usually bipolar dimensions as possible. The first classifications of this kind
appeared in the 1950s [3]. Every dimension can be measured by scales that correspond to variables in
which people differ. These dimensions are labelled as personality traits, and are defined as relatively
stable dispositions that manifest across different situations and a certain space of time. Of the classifi-
cation approaches, the Big 5 Theory, also known as the five-factor model [43]] has established itself as

most widely used and extensively researched theory, although it does not enjoy universal agreement.

4.1 The Big 5 Theory of Personality

As the name suggests, the Big 5 Theory of Personality consists of five broad, empirically derived
personality dimensions or traits, which are sufficiently independent of each other, and are believed
to capture most of the individual differences in personality. These dimensions are conscientiousness,
extraversion, agreeableness, openness, and neuroticism. Each of these factors can be split in several
sub-traits. These traits have been used to predict behaviour across a variety of situations and areas of
research with high validity.

High values in the five traits are described as follows [43]: Conscientiousness encompasses a focus
on competence, self-discipline, self-control, persistence, and dutifulness as well as following standards
and rules. Extraversion comprises positive emotions, sociability, dominance, ambition, and excite-
ment seeking. Agreeableness includes compassion, cooperation, belief in the goodness of mankind,
trustfulness, helpfulness, compliance, and straightforwardness. Openness to experience is defined as a
preference for creativity, flexibility, fantasy as well as an appreciation of new experiences and different
ideas and beliefs. Neuroticism is the tendency to experience negative emotions, anxiety, pessimism,
impulsiveness, vulnerability to stress, and personal insecurity. Conversely, low values in these traits
represent the opposite of these attributes.

Shropshire et al. argue that the five-factor model is best suited to be used in a context of IT security,
since it is a generalizable taxonomy that permits use across many different research disciplines. More-
over, the behavioural patterns that are associated with its factors are more extensively researched than
any other more specific personality factors [67]].

Hirsh et al. discuss evidence that people with high values in specific traits have different motiva-

tional systems [33]]. Thus, people with high values in extraversion are motivated by rewards and social
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attention. High values in agreeableness correspond with communal goals and interpersonal harmony.
Conscientious individuals are motivated by achievement, order, and efficiency. People with high values
in neuroticism are sensitive to threats and uncertainty, while openness corresponds with creativity, in-
novation, and intellectual stimulation [33]]. These motivations could be capitalized by social engineers

as well as in preventive measures.

4.2 The Business-Focussed Inventory of Personality

One aspect of most questionnaires that measure personality traits is that they enable the creation of a
comprehensive personality profile, including implications of personality disorders. In Germany, the
use of such questionnaires in the context of employee selection is controversial due to the general right
of personality (article 1 and 2 of the German Constitution). The right of the individual to protect and
develop his personality is opposed to an employer’s interest to find the best employee including his
personality. Business-related appraisals of attitude are unobjectionable [32].

One such business-related instrument is the Business-Focussed Inventory of Personality (BIP). It
consists of four broad scales: occupational orientation, occupational behaviour, social competencies,
and psychological constitution. Each of these scales consists of several sub-scales. Occupational ori-
entation covers the work-specific motivation. It involves planning and shaping the career path as well
as values in a job. Sub-scales are achievement motivation, power motivation, and leadership motiva-
tion. Occupational behaviour measures the typical approach to work and focuses on the sub-scales
conscientiousness, flexibility, and action orientation. The scale of social competencies displays the
style of interaction with other people, including the sub-scales social sensitivity, openness to contact,
sociability, team orientation, and assertiveness. Lastly, psychological constitution describes how one
reacts to demands made by work with respect to resilience and the experience of emotional pressure.
The sub-scales are emotional stability, working under pressure, and self-confidence. There is a certain
overlap with this inventory’s sub-scales and the Big 5 Theory.

The inventory can be seen as a both reliable and valid instrument to measure business-oriented
personality traits. The scales have medium to high correlation to other scales for personality [35]],
including the personality test NEO-FFI, which explicitly uses the Big 5 model [44]. This implies
construct validity, meaning that the inventory really measures business-related personality traits.

A bonus of the inventory is its standardization, which has been conducted with samples of the work-
ing population in Germany [35]]. As a result, there exist normative descriptions of average personality
characteristics in different occupational groups. These job profiles or individual values of employees’

personality could help to develop custom measures for prevention.
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5 The Social-Engineering-Personality-
Framework

As was shown before, Cialdini’s psychology of persuasion can be used as a valid theoretical foundation
for social engineering. Thus, the framework, which is presented in this chapter, will propose relations
between certain personality traits and a higher or lower vulnerability to social engineering mediated by
the principles of influence. First, a simple model based on existing research is presented, together with
a short literature review on this research. In the next section, a refined model will be proposed together
with suggestions on how to provide evidence on the proposed relations. Both framework variants have

been developed by the author of this work.

5.1 Basic SE-Personality-Framework and Research Evidence

Figure [5.1] shows the relations between personality traits and susceptibility to persuasion and social
engineering, based on existing research. Several relations between personality traits and social engi-
neering have been investigated in previous research. Most research explicitly used the Big 5 Theory,
while others used narrower personality constructs out of which some have been shown to correlate to
Big 5 traits. The results are rather broad: 3 out of 5 personality traits (Conscientiousness, Extraversion,
and Openness) have been shown to both increase and decrease susceptibility to social engineering in
different contexts and sub-traits. Agreeableness has been found to increase, and Neuroticism to de-
crease susceptibility to social engineering. The research pertaining to these rather diverse findings will
be subsumed for each trait in the following.

Conscientiousness. Workman shows that continuance commitment, which is related to conscien-
tiousness amongst other traits, increases social engineering vulnerability [77]. Opposed to this, Dar-
wish et al. state in their survey of recent studies about phishing attacks and related backgrounds of
victims that conscientious people who are more mature and show respect for standards and procedures
have a lower rate of security risk [[16]]. Parrish et al. argue that this only applies to standards and pro-
cedures that are existent as well as communicated [51]]. They also declare that security training should
decrease social engineering susceptibility especially strong for conscientious individuals [S1f]. This
is supported by research from Sagardo et al. where low levels of conscientiousness predicted deviant
workplace behaviour such as breaking rules or generally behaving irresponsibly [61]].

Extraversion. Darwish et al. state in their survey, that individuals with high values in extraversion
are at a higher rate of security risk [16]. McBride et al. show that extraverted individuals are more
likely to violate cyber-security policies [42]. Workman investigated the effect of different types of

commitment to social engineering susceptibility. He ascertains that people with high affective com-
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Figure 5.1: Simple SE-Personality-Framework based on existent research

mitment as well as high normative commitment were more likely to fall prey to social engineering
attacks [[77]. Both types of commitment have been shown to significantly relate to extraversion [20].
On the other side of the scale, Weirich and Sasse [[/5] report that employees who did not disclose their
passwords, thus showing a low level of social engineering susceptibility, were regarded as unsocia-
ble and loners by their colleagues, implying low extraversion values. Controversially, Cialdini et al.
show that people who are rated low on the preference-for-consistency-scale, thus being less vulnerable
to commitment-and-consistency-techniques, show a greater extraversion than those high on the scale
[L3]).

Agreeableness. Parrish et al. state that agreeableness is “possibly the personality trait that is most
associated with” phishing [51], and in a greater scope social engineering. Darwish et al. report that in-
dividuals who are more agreeable are at a higher rate of security risk. They note that generally, younger
people and women are known to have higher values of agreeableness [[16]], thus explaining some of the
demographic differences found in phishing susceptibility. The relation between agreeableness and so-
cial engineering susceptibility is assumed to be mostly established by trust, a sub-trait of agreeableness.
This was shown in studies by Weirich and Sasse as well as by Workman [75, [77]. In the latter study,
high normative commitment — as written above — has been shown to increase social engineering vulner-
ability. It significantly relates to agreeableness just like to extraversion [20, [77]]. Other sub-traits that
have been found to be directly targeted by social engineers are altruism and compliance [51]. Sagardo

et al. contradict these findings: they found that low levels of agreeableness predicted deviant workplace
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behaviour such as breaking rules [[61]]. This could hint at some interaction or constructional problem
that should be examined in the future.

Openness. Junglas and Spitzmuller [38]] reported that people with high openness values were less
concerned about privacy problems associated with location based services. They argue that these peo-
ple’s tendency to seek new experiences influences their risk evaluation. This can be conveyed to social
engineering in that open individuals underestimate their risk in becoming the target of such an attack,
and subsequently do not develop adequate coping strategies. Controversially, McBride et al. found that
more open individuals are less likely to violate cyber-security policies [42]. However, this effect is
contradicted when personality is not evaluated as direct influence but as a moderating factor. In this
case, open individuals have been found to be more likely to violate cyber-security policies [42].

Neuroticism. McBride et al. show that more neurotic individuals are less likely to violate cyber-
security policies [42]. Weirich and Sasse reported that people low on self-images and with self-
admitted paranoia were more probable to not disclose personal information [75]], thus showing a low
level of social engineering susceptibility. They attribute this to fear of being held responsible to secu-

rity breaches. Bansa et al. also report findings that neuroticism makes more sensitive towards privacy

(5]

In the research reviewed, there were also examined some more specific personality traits that cannot
be assigned to a single Big 5 trait. In Workman’s study, high continuance commitment (significantly re-
lated to Openness, Conscientiousness, Extraversion, and Neuroticism [20]) has been shown to increase
social engineering vulnerability [[77]. He also showed that obedience to authority increases social en-
gineering susceptibility, which supports Cialdini’s principle of authority [[77]. Unfortunately, to date
there has been no study that showed a distinct relation between specific personality traits and obedi-
ence to authority. There exist other studies that investigate relations between personal attributes and
susceptibility to the principles of influence (see [77] for examples). However, as these do not clearly
relate to comprehensive personality theories, they have not been considered for the literature review in
this work. The reason for this are discussions and criticisms that the discriminant validity of narrow
personality traits is not sufficiently high [38]]. Furthermore, it is questionable whether domain-specific
personality traits like those used in some IT security studies can be considered personality traits at all,
since one of the main aspects of personality traits is their manifestation in behaviour across different

situations and contexts (see chapter ).

5.2 Detailed SE-Personality-Framework and Research Proposals

The basic social-engineering-personality framework is very broad. Thus, it will be difficult to extract
proposals for individual prevention measures. Furthermore, to date, only relations between personality
traits and social engineering in general have been examined. Therefore, it is advisable to extend the
framework to include specific relations between personality traits and single principles of influence.
Thus, it will be possible to custom-tailor prevention measures not only for specific personality types

but for different kinds of social engineering attacks as well. Figure [5.2] shows the proposed detailed
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Figure 5.2: Detailed Proposed SE-Personality-Framework

framework. Below, for every personality trait, it will be described which relations are proposed. For
some traits, general assumptions that have been found in the literature, are presented before the pro-

posed relations. Afterwards, research proposals will be made how this framework could be validated.

Conscientiousness. Since conscientious people are known to strictly adhere to existing rules, some-
times even when common sense would question them, it is probable that they are more vulnerable to
social engineering techniques that exploit rules. Thus, it is proposed that conscientiousness increases
vulnerability towards the principles authority, reciprocity, and commitment-consistency. Commitment
and consistency are supposed to only increase vulnerability when commitments are made publicly or
refer to commitments concerning rules. For principles that do not exploit rules, such as liking, so-
cial proof, and scarcity, no relation or even a lower vulnerability due to conscientiousness is expected.
Otherwise, conscientiousness can decrease social engineering susceptibility for every principle if there
exists a useful security policy that contains a behavioural codex for coping with social engineering

attacks. Awareness training should also prove essentially beneficial for conscientious individuals.

Extraversion. Liking and social proof should work especially well on extraverted individuals, since
they rely on social aspects, and extraversion relates to sociability. The excitement seeking aspect of
extraversion could lead to a greater vulnerability for the scarcity principle, since getting something
scarce is usually described as exciting. However, high values in extraversion can also decrease the

vulnerability towards commitment and consistency techniques, since extraverted individuals tend to
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have a lower preference for consistency.

Agreeableness. Individuals who were more trusting raised fewer concerns about privacy invasion
by location based services [38], which could be assumed to be generalizable to fewer privacy concerns
in agreeable individuals. This could then lead to a higher social engineering vulnerability in that those
people would be more likely to disclose private information to an attacker. Regarding the principles
of influence, an increased vulnerability towards authority, reciprocity, liking, and social proof is to be
expected. Generally, every technique that involves other people and their opinions should work better
on agreeable individuals, due to their trusting nature, their helpfulness, and their belief in the goodness
of mankind.

Openness. Considering the lures used in social engineering attacks, openness to experiences and
strong fantasy could lead to greater social engineering susceptibility [S1]]. On the other hand, openness
has been associated with technological experience and computer proficiency [78]. Through this rela-
tion, openness could reduce social engineering vulnerability with respect to computer-based attacks, as
more experience might lead to a better recognition of social engineering attacks. Of the principles, only
scarcity is proposed to show a significant relation to openness, since it poses a perceived constriction of
freedom — something aversive for an open individual. For the other principles, no relation to openness
is expected.

Neuroticism. Parrish et al. propose that computer anxiety, which is associated with neuroticism,
may protect the individual in regards to phishing or other computer-based social engineering attacks
[51], mediated by greater caution when using a computer. Generally, it is proposed that neuroticism
does not increase vulnerability towards attacks that use one of the principles of influence. Rather, neu-
roticism should act as a barrier against such attacks, since neurotic individuals often assume the worst

from others in any situation.

This proposed framework can help researchers by giving them a structure of how personality relates
to social engineering attacks, mediated by the principles of influence. However, the proposed relations
still have to be validated by further research, especially the proposed links from personality traits to
principles of influence. To validate this framework, social engineering attacks that each use only or
basically one of the principles would need to be created. Ideally, for each principle one attack should
be tried in realistic settings on multiple test subjects whose personality traits are measured before or
after the tests. However, there are some problems associated with such a procedure. A realistic setting
would ideally include some organization(s) that agree(s) to have social engineering attacks being tried
on employees in the context of a penetration test. Problems with social engineering penetration tests
will be discussed in the next chapter. Conducting six social engineering attacks per test person for a
comprehensive and comparable data set could also cause problems, namely within-subject effects due
to changes in perception of attacks and subsequently different behaviour in later tests compared to if
that test would have been the first one. Another point of notice is possible stress and strain on test
subjects that have to be told multiple times that they fell prey to a social engineering attack (again, see

next chapter for a discussion). The obvious solution is to only conduct one social engineering attack per
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person. This results in a much greater logistic effort, since the number of test subjects multiplies along
with the numbers of personality tests that have to be conducted and analysed. Furthermore, it has to be
ensured that there are sufficient test subjects for each social engineering test, so that enough different
personality profiles per test are available. Otherwise, no reliable statistical analysis can be conducted.
The application of personality tests in organizations could also cause a problem, depending on the land
of execution. As mentioned in chapter {] in Germany, the conduction of comprehensive personality
tests can be problematic in an organizational context. In this case, use of a business-oriented test like
the BIP could be an alternative. Another possibility is not to use individual personality profiles but
job profiles that depict the average personality profile of a job group. For the BIP, many of these job
group profiles are available, and are based on a broad data base of German employees. The plus is
that no individual personality tests have to be conducted, saving not only legal problems but also time
and money. The downside is that the explanatory power is much lower with group averages than with
individual characteristics. An alternative setting could be to conduct studies in a university context.
Due to the complexity of the set-up, it would probably be wise to achieve a cooperation of several

universities to ensure that enough test subjects can be recruited.
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According to the CSI survey [58], after a security incident, 42% of respondents provided additional
security awareness training to end users, and 40,6% changed the security policies of the organization.
These are the measures that are most often proposed in the reviewed literature, as well (see, for ex-
ample, [62, 166, [76]). The crucial point is to convince all employees that everyone is vulnerable to
social engineering attacks, and that the consequences and losses of such an attack can be substantial.
Bezuidenhout et al. argue, that “individuals make themselves even more vulnerable to social engineer-
ing attacks by not expecting to ever be a victim of such an attack, and many will never know that they
were a victim of such an attack” [6]. In not expecting to be the target of social engineering attacks,
individuals may be more willing to disclose seemingly unimportant information. The argument that “it
is often the person who thinks he is most secure who poses the biggest vulnerability” [[15] points into a
similar direction. People who think that they will recognize social engineering attacks effortlessly tend
to ignore that the attacker is not only skilled at manipulating people but also uses situational variables

for his benefit, like stressful environments where decisions must be made fast [6].

The problem with social engineering is that there is no universal defence against social engineering,
since the behaviour that a social engineer elicits is usually socially desirable, and should therefore not
be prohibited in general [66]. For defending against such attacks, it is essential to be able to analyse
and interpret social relations and contexts reliably. In order to achieve this for every employee, organi-
zations have to not only establish usable security policies but also have to create a culture of security

that stimulates behavioural and attitude change.

In the next paragraphs, some examples for prevention techniques taken from the existing literature

will be presented and discussed.

SEDA. Hoeschele and Rogers propose a prevention technique for social engineering attacks using
the telephone, which completely circumvents the employee [34]. The Social Engineering Defense
Architecture (SEDA), presented in Hoeschele and Rogers paper as a proof-of-concept, is supposed
to detect social engineering attacks automatically by analysing phone conversations in real time, and
thus determining if the caller is deceiving the callee. A logging facility for attack signatures, which
enables criminological analysis of incidents, is also included in SEDA. The system is supposed to
operate unobtrusively in the background, such that employees do not need to spend time on security
checks. The voice signatures of every caller are stored in a personal information database alongside the

name, corporate association, job title, and phone numbers used to place calls [34]]. Thus, the system
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can also be used for authentication in phone calls, thereby increasing the difficulty for social engineers
to pose as an insider, even if they have the knowledge and skill to pass as one. While SEDA does not
address individual differences of the targeted employees, it nevertheless could support the employees
in detecting social engineering attacks, and thus raise their knowledge about such attacks, if it ever
becomes a business application. However, it could also lead to carelessness and lower awareness, if
the employees rely on the system to detect attacks solely. Studies in realistic environments over a

prolonged time period would be needed to evaluate this issue.

SEADM. Another prevention technique is the Social Engineering Attack Detection Model (SEADM),
presented by Bezuidenhout et al. [6]. They argue that training as the predominantly preventive measure
against social engineering is ineffective since the employees tend to forget the lessons learned soon af-
ter its execution. SEADM is proposed to mitigate this effect by providing employees with a simple
decision tree that breaks down the complexity of a possible social engineering attack into binary ques-
tions that the employee can answer in a few seconds. While the idea is intriguing, the implementation
raises a few questions. The employees are called to evaluate their emotional stability in the situation.
When they do not feel emotionally stable, they should escalate the situation to another colleague or to
their supervisor. This approach is escapist, and would in reality result in fast dismissal of an employee
that frequently uses this functionality, since the employee would be seen as not attending to his duty.
Furthermore, the misuse of this functionality is potentially high. The decision questions are based on
the assumption that employees are able to look through the attackers disguise, otherwise they would
not feel uneasy. This is an unrealistic assumption as well, since a well prepared and skilled social
engineer will make the employee feel at ease most of the time. Since this approach is additionally
not considering individual differences in employees, it will not be considered in the comprehensive

prevention approach later in this chapter.

Workman’s study on social engineering interventions. Workman investigated which of the inter-
ventions suggested by previous research were most beneficial for social engineering prevention [76].
He shows that punishment is a good deterrent for people who perceive greater fear, while social engi-
neering prevention training is the best intervention for people who have higher levels of commitment
and trust. Ethics training does not create an impact on the behaviour of targeted employees in social
engineering attacks. Using a developmental approach that provides the test subjects with skills and
a script improves social engineering security behaviour. However, none of the interventions changed
the perceptions of threat vulnerability or severity, which was discussed above to be a crucial point.
Otherwise, Workman argues that the test subjects in his study perceived social engineering as posing
a significant and present danger regardless of the interventions, which somehow contradicts Bezuiden-
hout et al.’s argument, but could also be a side effect of the sample selection. Workman argues that,
“while training did not affect behavior relative to perceptions of severity and likelihood of social engi-
neering threats, when people perceive a social engineering threat as severe and likely, they are already
more inclined to be cautious about lures” [76]. He nevertheless argues that, as vigilance sinks over

time, there is a need to keep security awareness up when no threat is encountered in a certain time span.
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The following three sections about penetration tests, security awareness training, and security-aware
cultures present a comprehensive approach to preferably preventing and otherwise minimizing the
impact of social engineering attacks. All three aspects should be considered when creating prevention

measures against social engineering, since a better protection is provided when all three are applied.

6.1 Penetration Tests using Social Engineering Techniques

Penetration tests, which are in this context “applications of automated network vulnerability scan-
ners to an operational site” [45], are commissioned by organizations, which want to test their security
measures. They can include social engineering techniques. These can not only help the organization to
recognize their vulnerabilities but can also help to raise awareness on social engineering issues. When a
penetration tester performs social engineering attacks, there are some rules or requirements that should

be followed to prevent problems with the organization, individuals, or the law.

Dimkov et al. [18] declare five requirements that should be satisfied such that the penetration test
will be useful for the commissioning organization: the test should be realistic, with employees acting
normally. All employees need to be treated respectfully. The test needs to be reliable, repeatable, and
reportable, so all actions during the test should be logged, and the outcome should be prepared so that
meaningful documentation of results and recommendations is available. These requirements are not
without conflicts. For example, a realistic social engineering test relies on deception, which violates
the respect requirement, and could hurt the employees’ trust in the organization and colleagues as well
as produce stress and loss of productivity. Another example refers to reliability: when arbitrary em-
ployees are targeted, reliability is not warranted. More generally, reliability can be questioned in every
setting including human behaviour, since it is not wholly predictable. Thus, a usable attunement of
these requirements is needed. Dimkov et al. propose two methodologies, one environment-focused
and the other custodian-focused, which in their opinion balance the requirements as best as possible
while minimizing the impact of the tests on employees [18]. The methodologies are shown to be able
to detect two kinds of vulnerabilities: “errors in implementation of procedural and physical policies
by employees and lack of defined security policies from management” [18]]. However, these method-
ologies limit the informational value about how well the organization is protected against real social
engineering attacks. If an organization is interested in realistic settings, it should not use pre-proposed
methods but decide together with the penetration tester, which scenarios and kinds of actions should

be included in the tests.

From an organizational point of view, every action and attack scenario that is admissible should be
written down into the contract between organization and penetration tester or into a separate document,
called rules of engagement. Whatever document is used, it has to be signed by the management of the
organization, and preferably as well by the security management and human resources management.
If a works council or union exists, it is better to involve them as well. It has to be considered that

less restrictive rules of engagement enable more realistic penetration tests but also violates the respect
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requirement more than restrictive rules. When attacks are conducted, the management and the security
management should be informed in advance, so that in the case of attack detection and escalation, no

law enforcement will be involved.

The individual employees that are targeted by the penetration tester with social engineering at-
tacks also pose challenges that need to be addressed. Basically, this requires an ethics discussion.
In medicine, social sciences, and psychology, there is a long tradition of ethics discussions and guide-
lines (see, for example, [24} 21} 231139, 56, |57]). The question that lies at the heart of these arguments
is: what kind of actions are permissible from an ethical point of view, so that no subject of research (or,
in the case of penetration testing, employee) is harmed, neither physically nor psychologically. Finn
specifically discusses which conditions have to be fulfilled to justify the use of deception in research:
the assessment cannot be performed without the use of deception; the knowledge obtained from the
assessment has important value; the test involves only minimal risk (not more than the physical or psy-
chological harm, which is normally encountered in daily live) and does not violate the rights and the
welfare of the individual; the subjects are debriefed with relevant information after participation [23]]

(based on an aggregation by [18]]).

On CSO E], there are multiple articles that give advice on ethical use of social engineering. The
recommendations in this paragraph are adapted from two articles written by Goodchild [28, 27]. She
recommends to communicate to the commissioning organization that in the case of a first-time so-
cial engineering penetration test, it is to be expected that many employees fall for the attacks. These
mistakes from a security point of view should be seen as an opportunity for learning, not for embar-
rassment or punishment. The benefit of these tests is to help do better in real incidents and future
penetration tests. Embarrassing the organization or individual employees has to be avoided absolutely.
This can be achieved by communicating the results of a penetration test in an audit as part of employee
education. Generally, in an audit, no individual names should be publicly called. It is more useful and
respectful to the individuals to debrief them privately. For example, when they fall prey to a phishing
attack, the click on the link should open an educational page about what just happened, and how to
avoid it in future. If the contract of the penetration tester also includes tries to getting access to assets,
for example to a database, it is advisable to separate social engineering attacks on individuals from
this part of the tests. After proving that getting access to the system via social engineering works, the
exploitation should be set up as a separate phase of the project, where the penetration tester gets access
from a collaborator inside. This approach does not involve social engineering but shows what can be
exploited from a typical computer of an employee. It is not only safer, since no mail with malicious
links or attachments can accidentally be forwarded to people outside of the scope of the test. It is also
potentially less harmful for the employee, since no individual employee can be made responsible for

the tester’s successful exploitation of the system.

"http://www.csoonline.com/topic/687703/social-engineering) (last called on July 7th, 2013)
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6.2 Security Awareness Training

The last point that needs to be considered is the law. There are many different laws that may apply
to such a penetration test, ranging from data protection laws to civil and criminal law as well as from
local to federal laws. It is absolutely necessary to ensure which laws apply for not getting in conflict
with them. In most countries, it is illegal to pose as state officials. This cannot be bypassed. However,
itis also illegal in most countries to impersonate a person within an organization. If this attack vector is
included in the contract, it has to be assured in the contract that it will be allowed by the company, and
will not be prosecuted. In this case, it is usually better not to impersonate a real person but to develop

a fictional employee.

For computer-based social engineering, there exists an open source tool-kit, the Social Engineering
Tool-kit (SET). It was created by David Kennedy, and integrates different tools that are designed to
perform advanced social engineering attacks [31},153]]. This tool-kit enables penetration testers to easily

construct computer-based attacks, which leaves more time for the direct interactions.
The recommendations given above can be subsumed into a few simple steps that should be followed
to ensure the success of a penetration test that includes social engineering:

1. Set up a detailed contract containing what the commissioning organization wants to be tested,

including attack vectors as well as single actions.

2. If some of the actions the contract contains violate local law, make sure that the contract specifi-

cations allow this in the context of the test.

3. Make sure that the employees concerned are not harmed, neither physically not psychologically.

Particularly, stress should be kept at a minimum, and privacy should not be violated.
4. Separate social engineering attacks from system intrusion.

5. Inform the management and security management prior to attacks, such that no awkward situa-

tions arise.

6. Debrief the concerned employees without embarrassing them. Communicate mistakes as oppor-

tunities for learning and improvement.
7. Document the actions and results carefully.
8. Provide meaningful documentation of results and recommendations.
6.2 Security Awareness Training
Security awareness training should, as the name suggests, raise the awareness of all people inside the
organization to security relevant topics. Although it is the most commonly used prevention measure

against social engineering incidents, its impact, namely continuously higher security awareness and a

higher detection rate as well as defence rate against social engineering, is controversial. Especially
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long term effects seem to be rather hard to obtain. In one paper [[15], a penetration tester recounts that
as many as 40% of employees who passed extensive awareness training still fell for a phishing attack
conducted as measurement of success for the training. Although it is widely known that no 100% se-
curity can be achieved, in this case, most of the lacking impact of awareness trainings can be attributed
to poor training design and content. There are a wide range of scientific publications available on how
to construct good trainings with lasting effects, touching entire sciences, theories and topics like so-
cial sciences, learning psychology, cognitive theory, mental model construction, intrinsic motivation,
transfer climate construct or organizational development to name only some of them (see, for example,
[4} 18} 25 140, 168]. Due to the complexity of this topic, it is beyond the scope of this work to discuss it
further.

The most critical point to achieve in security training in general and particularly in social engineering
prevention, is to get everyone in the organization to remain highly sensitive with respect to informa-
tion dissemination. The basis of this are thorough and usable security and privacy policies, which are
discussed in the next section. These policies need to be communicated, and their usage in daily routine
trained during the awareness training. More precisely, policies can only make a difference, if the peo-
ple who are supposed to adhere to them not only know their content but are also motivated and enabled

to use them practically.

After having raised the awareness initially, it is crucial to keep it high. This can be achieved by
making the message visible. For example, posters with simple, catchy, and relevant messages could
be suspended in a prominent place. These posters should be exchanged regularly, so that attention for
them will be kept high. Another possibility is to reward employees who show high levels of awareness,
for example by putting messages like “Thank you for adhering to our policies” on desks without sen-
sitive documents or password-stickers lying about after working hours. A regular competition for the
best security awareness is also possible. It is important to keep the employees engaged, so feedback
and suggestions should constantly be solicited. The American government has started the campaign
“Stop. Think. Connect.” E] as a global cyber-security awareness campaign. While it is intended to
educate about online security, some of the free resources that are provided by the campaign could be

used for awareness measures.

One main point mentioned by several authors is to make the people feel personal relevance for se-
curity related topics [[15} 131, 59]. This does not only apply to social engineering but to IT security in
general. The best way to achieve this is to connect security to their personal and private lives, because
only if it matters to them personally, they can start to care about it in a work context as well. Show them
what happens to their private computer if they open a malicious software or how keystroke loggers or
trojans work. Hadnagy emphasizes not only the importance of private relevance but personal relevance

in general [31]]. He includes into training sessions colourful demonstrations that are intended to create a

Thttp://stopthinkconnect.org/|(last called on July 7th, 2013)
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greater impact. For example, he asks a participant at the start of the training to type a password, which
the participant thinks to be safe, into Hadnagy’s computer. While Hadnagy starts with the training, a
password cracker is set to work. Usually, it cracks the password after a few minutes, which creates
an immediate and drastic eye opener for the participants. This is a practical application of inoculation

theory.

McGuire argues in his inoculation theory that previous exposure to a weakened persuasion attack
makes individuals more resistant to further persuasion attempts, much like a vaccination with a weak-
ened form of a disease creates resistance against the original disease [46[]. It is assumed by McGuire
that persuasion targets need to be supplied with the motivation to defend their attitudes, and the abil-
ity to do so effectively. This assumption is echoed in the call for more personal relevance of security
awareness, and the allocation of adequate defence mechanisms through policies and training. A related
topic is the effect of forewarning: Cialdini and Petty show that only forewarning of a persuasive intent
of a message reliably causes resistance, while forewarning of the content of said message causes either

resistance or acquiescence to the message [12].

Based on inoculation theory and forewarning, Sagarin et al. conducted three studies to examine the
impact of a treatment that was designed to produce resistance to deceptive persuasion messages [60].
In the first study, they were able to show that after the resistance treatment, illegitimate persuasive
appeals became less persuasive, while legitimate persuasive appeals became more persuasive. This
was shown to be generalizable to other contexts and preservable over time in the second study. In
the third study, the participants showed beliefs of invulnerability towards deceptive persuasion. These
were dispelled in the study, which maximized the resistance against deceptive persuasion. The studies
showed that two factors contribute to resistance to illegitimate appeals: perceived undue manipulative
intent of the enquirer and perceived personal vulnerability towards manipulation. One important result
of these three studies is that people frequently consider other people as being vulnerable to illegitimate
manipulation, while they see themselves as more or less immune against such persuasion attempts.
This illusion of immunity leads to weaker resistance against illegitimate persuasion attempts. If this
illusion is dispelled, resistance can be maximized. This finding is in line with a saying from security
practitioners, who argue that “it is often the person who thinks he is most secure who poses the biggest

vulnerability. Some experts believe executives are the easiest social engineering targets” [[15].

Applying these results to security awareness training demonstrates that it is not enough to teach em-
ployees about attack vectors, vulnerabilities, and defence mechanisms, thus increasing their persuasion
knowledge. Rather, after teaching the knowledge, thus making the employees confident that they can
resist these attacks, it is essential to demonstrate to them their individual vulnerability towards these at-
tacks [62]]. Additional research is needed to create methods for demonstrating individual vulnerabilities
towards each of the six principles of influence in an ethical and realizable manner [60]. To underline

the need for individual trainings referring not only to the principles of influence but also to different
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personality traits, a study by McBride et al. shall be highlighted. They showed that individuals with
different personality traits characteristics reacted differently to the same training scenarios [42]. Thus,
they conclude that security education, training, and awareness (SETA) programs should be adopted to
individual’s personality in order to achieve maximum impact. Hirsh et al. support these results by show-
ing that “adapting persuasive messages to the personality traits of the target audience can be an effective
way of increasing the messages’ impact, and highlight the potential value of personality-based commu-
nication strategies” [33]]. This is another explanation why current one-size-fits-all security awareness

trainings do not attain the desired impact.

6.3 Policies and Security-aware Cultures

As mentioned before, comprehensive and usable security and privacy policies are the basis for security
awareness trainings. They need to explicitly include a taxonomy, which information can be given to
whom in which circumstances. Particularly, a clear policy regarding non-disclosure of personal in-
formation like credentials and passwords has to be established. Regarding all seemingly non-critical
information, it should always be stated in the policy that the employee has to question whether the
enquirer really needs to know the requested information. Moreover, a check on the authenticity of an
enquirer, for example by callback or in-person verification, should be included in the policy. A strict
compartmentalization of roles and competencies as well as allocating information on a need-to-know-
basis seems to be a sensible security measure. However, it is contrary to many modern organizational
theories that propose an organic structure and open communication [76]. The organization has to de-
cide, whether this should be included in the security policies. While a detailed policy is desirable from
a security point of view, it has to be kept in mind that the policies need to stay usable. When they
become too cluttered, the employees will not bother to adhere to every detail. These parts of policies
just mentioned could be laid down in strict rules that employees need to follow, which would be ap-
propriate, for example, in a call centre setting. Another approach is to enable employees to identify
an impostor, not according to strict rules but by sensitising the employees to the attributes of social
engineering attacks and tactics used, for example, the principles of influence that have been discussed

in this work, including the special vulnerabilities caused by personality traits.

However, simply creating and publishing these policies is not enough. The policies have to be
continually kept alive by creating and maintaining a security-aware organizational culture. This culture
is an essential part of prevention measures. It does, however, not relate to individual differences,
which is the main focus of this work. Therefore, only a short overview will be given. There are
many publications available, which discuss organizational cultures in general and particularly security-
aware cultures (see, for example [17, 52, 163} |68l [70]). WeBelmann [74] emphasizes that especially
in smaller organizations, the management is the main orientation for employees concerning security
behaviour. They have to address the topic, and create sufficiently flexible procedures that support the
employees in making better heuristics-based decisions. Another important part of the organizational

culture is the communication style. It needs to enable informal possibilities to contact other colleagues
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and supervisors, whenever a request seems suspicious. Moreover, when a superior is behaving non-
compliant concerning to security policies, employees have to be enabled to contradict him without fear
of discipline. Failure management needs to be integrated into the culture. This means that it has to be
accepted as normal that failures happen, and are not punished severely, but instead are used as learning
opportunities. Clearly defined procedures and accountabilities for reporting suspicious incidents should
also be established [[76].
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7 Conclusion and Outlook

The aim of this work was to examine how individual factors, and specifically personality traits relate
to success or failure of social engineering attacks. Based on existent research, the Social-Engineering-
Personality-Framework has been developed, which proposes distinct relations between each of the
personality traits of the Big 5 Theory and the six principles of influence, which are underlying prin-
ciples of social engineering attacks. Thus, differences in vulnerability to social engineering can be
explained. This framework can guide future research in providing specific hypotheses about these re-
lations. Since this thesis is a theoretical work, the more specific relations that are proposed need to be
evaluated in future research. The present work helps to explain why so many social engineering attacks
are successful, and proposes a comprehensive prevention plan that integrates penetration tests using so-
cial engineering with security awareness trainings and the development of an ongoing security-aware
organizational culture. Relating to the context of existing social engineering research, the Social-
Engineering-Personality-Framework can complement Tetri et al.’s Social Engineering Framework (as
described in chapter[2.2] see figure[2.)). The latter accentuates that social engineering is not limited on
the previously overemphasized interaction between attacker and targeted employee but also includes
situational factors like policies and the targeted employee’s interpretation of the situation. While it
is argued in this work that these factors are influential, and should not be overlooked, Tetri et al.’s
framework carries the risk of marginalizing the interaction between attacker and targeted employee.
The suggested Social-Engineering-Personality-Framework addresses a specific relation between the
two actors, namely, how the target’s personality affects the success of the social engineering attack,
thus complementing the previous framework regarding to an important and hitherto mostly unattended
aspect. A future publication could integrate both frameworks with regard to content and graphical pre-
sentation. A practical application of the present work can be achieved, when the proposed relations of
the framework have been evaluated: specific tailor-made prevention measures can be created, which
account for these relations, and use them to decrease individual vulnerability to social engineering

attacks.
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