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Abstract

A multichannel pressure sensing integrated circuit utilizing wireless power
and wireless data transmission for long term monitoring of patients following
endovascular stent implantation has been developed in partial fulfillment of
the degree of Doctor of Engineering. Each of the 8 capacitance to digital
converter signal conditioning chains is a fully differential architecture from
signal input to the digital output sampled at 4ksps with 3uW power con-
sumption per channel. Power is supplied to the device using wireless radio
frequency power transmission, and the signal conversion is performed using
a single stage operational transconductance amplifier and a 10 bit fully dif-
ferential charge redistribution ADC. The pressure sensing IC has integrated

energy harvesting, power regulation, and wireless data interface electronics.
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Introduction

Patients suffering from various types of cardiovascular disease will often undergo en-
dovascular stent implantation. Afterwards, patients are generally required to have peri-
odic checkups for the rest of their lives to verify that the stent implant is still functioning
as expected. Today, these checkups require the patient to make a trip to the hospital to
undergo computer imaging, sonography, MRI, or X-Ray computed tomography. These

scans are then reviewed by a physician to verify the functionality of the stent implant.

1.1 Project Motivation

The goal of this research work was to develop a system that not only improves the
accuracy of the stent implant verification process by collecting direct real time pressure
measurements at the location of the stent implant, but to allow these checkups to be
performed from the comfort of the patient’s home. With this new system, the patient
would be able to take pressure measurements from the stent implant at any time of
their choosing, and they could then send the data files to their physician for clinical
evaluation.

The methods for determining stent implant efficacy are dependent on the purpose
for which the stent was implanted. One major use for stent implants is the treatment of
aortic aneurysms. The treatment of aneurysms requires the stent to fully prevent blood
from leaking into the aneurysm sac. For this purpose, an array of sensors placed around
the outside of the stent could be used to detect localized pressure gradients indicating

blood leakage around the stent. Another common use for endovascular stents is to help
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dilate arteries to improve blood flow. To determine if the artery is still being held open
and allowing adequate blood flow, an array of sensors with good time and pressure
resolution will be used to measure the blood flow through the stent to give warning if
the artery once more starts to become blocked.

The device requirements set forth by the expected operating conditions are that the
system needs to be able to measure absolute pressure from an array of sensors with a
pressure resolution better than lmmHg, and the system needs to sample fast enough
to capture the leading edge of a wave travelling at roughly 1m/sec using sensors which
are spaced only lem apart from each other. Also, because the device is intended for
permanent implantation without the option of battery replacement, the whole system
must consume a minimum of power to meet the energy supply constraints associated

with wireless power transmission.

1.2 Preliminary Project Work

During the first half of this doctoral work, a proof of concept demonstrator was built and
tested by way of in vivo animal testing at the University Clinic Hamburg-Eppendorf.
The proof of concept demonstrator was constructed using commercially available elec-
tronics. The main controller was a 16 bit microcontroller with 4 ADC channels, and the
sensors were micromachined piezoresistive pressure sensors. In December 2011, a suc-
cessful round of animal testing was concluded giving proof of concept that the wireless
power transmission and wireless data transmission design was valid.

Even though the demonstrator was able to show proof of concept, there were many
qualities of the demonstrator which needed improvement. First and foremost was the
active power consumption. When the demonstrator was active, and the piezoresistive
pressure sensors were energized for pressure measurement, the system had an active
power consumption of about 15mW, which is a tremendous amount of energy for only
four pressure sensors. In addition to the power consumption, the resolution of the
pressure sensors was only about 12 mmHg per least significant bit.

The design, construction, and testing of the proof of concept demonstrator will not
be covered in this paper. Instead, this paper will cover the design of a new pressure
measuring device capable of much greater pressure and time resolution at much lower

energy requirements.



1.3 Proposed Monitoring System

1.3 Proposed Monitoring System

This paper will present a system which is being designed to meet these requirements.
The system uses an external RF energy sender which serves as the energy source for the
pressure sensing implant. The pressure sensing implant has an array of capacitive pres-
sure sensors which are measured with an application specific integrated circuit (ASIC).
The ASIC has integrated wireless energy harvesting electronics, 4 capacitance to digital
converter channels, and a wireless bi-directional communications interface. The system
can simultaneously measure 4 different pressure sensors at 4ksps with a pressure res-
olution of 0.75mmHg, and transmit those pressure samples to an external monitoring

device for display and data logging.
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System Overview

In February of 2012, design work began on a completely integrated system on chip which
could combine all of the discrete elements of the demonstrator system into one silicon
package. In November of 2012, the first design was completed and sent for fabrication,
and in October of 2013, a second version of the chip was submitted for manufacture.
It is the design of this fully integrated system on chip which will be presented in the
paper.

The pressure monitoring system is a complete mixed signal system on chip with RF
energy collection, capacitance to digital conversion, bidirectional data communication,
and a digital control logic block, Figs. 2.1. The implant has been designed to be per-
manently implanted inside the affected artery as an integrated part of the endovascular
stent implant, and to receive its energy and transmit its pressure samples wirelessly to

an external reader device.

2.1 The RF Receive Block

The RF receive block of the implant is made up of the energy harvester and clock recov-
ery blocks, voltage regulation and power distribution, and receive data demodulation
blocks. The energy harvester rectifies the RF energy and extracts the system clock.
The voltage regulation and power distribution blocks generate the 1.2 VDC and the
analog system bias reference currents. The receive data demodulation blocks extract

the analog data envelope from the AM modulated RF energy carrier.
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Figure 2.1: The block diagram of the TIPS pressure measurement 1C.

Figure 2.2: The layout of the TIP pressure measurement IC in 130nm UMC technology.

2.2 Capacitance to Digital Converter

The implant has 4 integrated capacitance to digital conversion (CDC) channels. Each

channel uses a capacitive bridge architecture to generate the signal, and an operational
transconductance amplifier (OTA) to amplify the small signal from the capacitive bridge

to the full scale signal for the digital conversion. The digital conversion is accomplished

using a fully differential analog to digital converter (ADC) .
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2.3 Data Transmission

Using the extracted clock as a reference, a phased locked loop (PLL) is used to generate
a high frequency RF data carrier which is an integer multiple of the RF energy carrier.
The PLL is a highly configurable self biasing design which can be operated over a wide
range of oscillation frequencies. This gives it the ability to transmit its data using any

of the various RF spectrum energies which are available for medical devices [1, 2.

2.4 Wireless Power Transmission

To enable permanent implantation without the capability of changing batteries at a
later date, the implant uses RF energy harvesting as its energy source. The RF power
sender is a class E tuned amplifier, and it serves both as the implant’s energy source and
clock source. The power sender and the implant are coupled together through resonant
magnetic coupling.

The various chapters in this dissertation will be dedicated to giving an in depth

description of the method and performance of each of these system design blocks.



2. SYSTEM OVERVIEW




The Pressure to Voltage Converter

The ASIC design developed during this research work is, first and foremost, a pressure
sensing [C. There are 4 pressure sensing channels working in parallel to simultaneously
measure blood pressure at a combined rate of 16,000 samples per second (sps). The
implant’s IC design has been built in a 130nm CMOS technology process, and it has
been custom designed to measure a commercially available capacitive pressure sensor,
the E1.3N from Protron Mikrotechnik [3]. Starting with the pressure sensitive capacitor,
the pressure sensing channel in Fig. 3.1 measures the signal voltage from the capacitive
bridge, amplifies the signal using a gain boosted operational transconductance amplifier

(OTA), and converts the analog signal to a digital value with the 10 bit analog to digital

converter.
S0
0 1 Vstim Cf S
Off Chip ’_| 1
E1.3N Sensor <Z*
C o S
o 1
__| X CotCs T vk T
7‘— SO
OTA Chpoly
SO
1 —]—  Vxo a
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0 S1 >—| o—(
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Figure 3.1: The pressure sensing capacitance to digital conversion channel.



3. THE PRESSURE TO VOLTAGE CONVERTER

To accurately measure the sensor’s capacitance, a complete signal conditioning chain
for converting the sensor capacitance to an analog signal for the analog to digital con-
verter (ADC) has been developed. The signal conditioning electronics have been de-
signed with a special emphasis on meeting the ADC signal to noise (SNR) requirements

while consuming the minimum amount of power possible.

3.1 Capacitance to Analog Conversion

This chapter will describe a circuit architecture which measures the capacitor using
correlated double sample techniques (CDS) [4, 5]. The correlated double sampling
signal conditioning chain is used to generate a signal voltage from the pressure sensitive
capacitor, and apply gain to that signal for analog to digital conversion. There are
as many different switched capacitor (SC) gain stage structures as there are different
ways to use them, but they all essentially behave the same way. Operating with two
non-overlapping clock phases, SO and S1, the OTA resets itself during phase S0, and it
samples the input voltage during phase S1. Figure 3.1 shows the basic structure of the

capacitance to digital converter chain which was used for this design.

3.1.1 Correlated Double Sampling with Input and Output Offset Cor-
rection

The signal amplifier is a fully differential SC amplifier with input and output offset
compensation (Fig. 3.1) [6]. The SC amplifier takes two input signal samples to generate
one output voltage. During SC switch phase S0, the amplifier resets itself by placing
itself in a unity gain configuration. While in unity gain, any input referred offset voltage
Vos shows up across the OTA’s output and is inverted and fed directly back to the input
because of the unity gain feedback. This action is called input offset cancellation.
During the S0 reset phase, a voltage equal but opposite to the OTA’s input referred
offset gets sampled across V,p,, and when the system switches to phase S1 the OTA
behaves as if it were a perfect OTA with no input offset voltage. However, there is
now an offset voltage which would be present at the OTA output if it is not taken care
of. To cancel out the output offset voltage, during SO when the input offset is being
canceled, the right side plates of the feedback capacitors Cy (Figure 3.1) are set to the

common mode voltage V,,. This means that the offset voltage which gets stored across

10



3.1 Capacitance to Analog Conversion

the output also gets stored across the feedback capacitors. Because the output offset
has been stored across the feedback capacitors, when the right side plates are switched
from ground to the output node, then the output nodes, which were previously at Vg,

must swing to Vi, for Vs to be maintained across V,,, .

S—7% i e
8180 I|n_‘ } S1SO ‘|L j 5180 "i_‘ j
;I'D N OTA 1 { ;I'D N OTA 1 [{ ;I'D _ OTA 1
S J LA o) LA o)
" o I C, ijm
gy e . L

(a) (b) (c)

S1

Figure 3.2: Three different switched capacitor gain stage offset cancellation topologies
a) A CDS structure with no offset cancellation.
b) A CDS structure with only input offset cancellation.

¢) A CDS structure with input and output offset cancellation.

Fig. 3.3 shows three simulation runs, one simulation for each of the three circuits
from Fig. 3.2. Each of the three simulations has an input signal voltage of Vi, = 40mV
with a closed loop gain Ag =10 V/V, and the simulated input offset voltage is stepped
from -100mv to +100mV in 40mV increments. Fig. 3.3a shows how the output voltage
is the input signal plus the static DC offset multiplied by the closed loop gain. Fig. 3.3b
shows how the output voltage has a constant offset equal to the input referred offset
voltage. Fig. 3.3c¢ shows that during the reset phase SO there is an offset voltage at
the output (this is the offset which is zeroing out the input offset), but during the
sample phase S1 the output offset voltage is zeroed out, and the final output voltage is
Vout = VinAa = 400mV

3.1.2 Switched Capacitor Charge Injection

The CDC gain stage is a switched capacitor gain stage, and each of these switches are
MOSFET switches. A MOSFET is great as an off switch with an off resistance on the
order of several tens of gigaohms, but the transition from on to off has a deleterious

side effect called charge injection.
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(c) Input and Output Offset Cancellation

Figure 3.3: Waveforms from simulations of the circuits given in Fig. 3.2. The desired
output voltage is the bold trace Vout, = VinAa, and it is plotted against three different
switched capacitor structures where the input offset voltage is stepped from -100mV to
+100mV.

a) With no input or output offset cancellation: Vyu = Ac(Vin + Vas)

b) With only input offset cancellation: Vyyuy = A Vin + Vos

c) With input and output offset cancellation: Vouy = AqVin

Figs. 3.4a and 3.4b shows the MOSFET as it switches from on to off. Charge
injection into the low impedance voltage source causes no change in its voltage, but the
effect of charge being injected onto the capacitor causes a voltage jump across C equal
to (3.1).

dq

v =5 (3.1)

Charge injection is caused by the physical process of turning a MOSFET off, and as
long as MOSFETs are used as the switches, there will be some charge injection. This

project work did not attempt to develop a new way of building the switches. Instead,

12
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=1 Vc=Vin

o
4 —— Vc=Vin +(@

Vin C

(b)

Figure 3.4: MOSFET charge injection

this project work exploits the differential nature of the gain stage to minimize the effects
of the charge injection.

The nodes which experience charge injection are nodes V;, , and the right hand side
plates of the feedback capacitor. During reset phase S0, the OTA inputs V,, and V;,,
the right hand side feedback capacitor plates (Fig. 3.1), and the OTA output nodes are
all reset to Vem (this is accurate if Ve + Vs &= Vo). Because all of these nodes are
at a known potential as the device switches from S0 to S1, then it is assumed that the
amount of charge injected onto V, and V,, are equal to each other and remain the
same from sample to sample. This type of deterministic behavior lends itself well to the
use of a fully differential architecture. If the amount of charge injected onto the two
differential nodes is equal, then the differential voltage change will be negligible. Also,
if the amount of charge injected onto the differential nodes is not equal, but is always
the same from sample to sample, then this manifests itself into a constant offset voltage
which can be calibrated out. The two switches on the Cy right hand side plate, SO and
S1, have been sized with equal width and length, so that the charge carriers which are
injected onto the feedback capacitor plate by the SO switch channel destruction, are
then removed from the plate by the S1 switch channel creation.

Because each and every one of the nodes starts at a pre-determined S0 reset voltage,
the most effective method for ensuring that the charge injection from the switches is
common mode is to ensure that the complimentary switches on the top and bottom of

the circuit are as closely matched to each other as possible when layed out on the IC.
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Fig. 3.5 shows the layout used for the two feedback capacitors, Cy in Fig. 3.1, and their
S0 and S1 switches.

OTA Out OTA Out
Top Bot

] ]
] ]
Cf plate Cf plate
Top Bot
] ]
] ]

Vecm

Figure 3.5: The layout design for minimizing mismatch between the complimentary
switches of the SC amplifier.

Each of the switches are dual gate MOSFETS which helps to reduce the parasitic
drain capacitance and to ensure that the current flows in both directions through each
devices. The switches are layed out so that their spatial orientations are as closely
matched as possible to try to accomplish as effective charge injection cancellation and
matching as possible. The switches and capacitors are close to each other, and the
capacitor and switch groupings are mirror images of each other.

The system has a relatively slow sample rate, which makes it fairly easy to size the
switch transistors so that their on resistance R,, is small enough to not slow down the
system response. The maximum output swing of the OTA is Viq/2Vgsat, which is a
little bit less than the NMOS threshold voltage. This has the effect of decreasing the
NMOS R,, as the output nodes potential starts to put the MOSFET device into the
linear region. But, because the required bandwidth of the system is relatively low, the
result of increasing R,, does not have a significant impact on the switches response
time. However, the switches which drive the capacitive bridge input signal generator

are transmission gates to ensure good rail to rail voltage stimulation.
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3.1.3 Calculating C;

The first step in designing the signal conditioning electronics is to derive a formula
which gives the measurement device’s signal voltage generation as a function of its
pressure sensitivity and the stimulation voltage. Fig. 3.6a gives a simplified model of the
capacitive pressure sensor (the parasitic resistances have been omitted), showing that
the sensor can be modeled as a nominal capacitance and a pressure sensitive capacitor

in parallel resulting in a total sensor capacitance of
Csensor - C'O + S(P - PO);

where C is the nominal capacitance at the nominal pressure Py, .S is the sensitivity of

the sensor given in Farads/atmosphere, and P is the absolute pressure being applied to

the sensor.
Vstim
S1 T Co+Cs

; AVa

S0 31\./:5‘|t—'m S c
Cs=S(P-Po) =) I °

Co+Cs Co Top to Bottom stimulation

Co
Va Vb Vstim Vstim
. - y C?o Co SO Co+Cs

Co+Cs stim AVa

— —E.so NS S1 i Co

Bottom to Top stimulation

(a) (b) (c)

Figure 3.6: The circuit diagrams used for calculating the signal voltage as a function of
the stimulation voltage and sense capacitance.

a) The pressure sensitive capacitor equivalent circuit.

b) The capacitive bridge circuit for generating the signal voltage.

c¢) The circuits used for calculating the net change at node V,, using superposition.

To calculate the the signal voltage response to the device’s pressure sensitive capac-
itance, each branch of the capacitive bridge is being stimulated by 2 voltages, a positive
going Viim and a negative going Viiim. To find the total voltage change at each branch
node, superposition can be applied to the bridge circuit, Fig. 3.6b. Using the equivalent
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3. THE PRESSURE TO VOLTAGE CONVERTER

circuits in Fig. 3.6¢ and calculating the positive (3.2) and negative (3.3) going voltages,

and then the summing the voltages (3.4) gives the V, node transfer function.

tVag, .o, = %timm (3.2)
LV = Vaimge o (3.3)
AVa, . = v;ﬁmw (3.4)
AVag, ., = vsﬁmwocjcs (3.5)

The transfer function for V, is can be derived in exactly the same way, but because
Co - C() = 0, then
AVb

S0—-S1 0,

resulting in a function which describes the input signal voltage as a product of the
stimulation voltage and the sense capacitance of the pressure sensitive capacitor (3.6),

and a capacitance to signal voltage transfer function H c,) of (3.7).

Vsignal = AVG‘SOHSl — AVb
V:v,ignal =AVa— AVD

S0—S1

Cs
‘/signal = Vétim (200 +C ) (36)
Cs
H(Cy) = —> .
() 2Cy + Cs (3.7)

In order for the CDC to be able to make full use of the ADC’s dynamic range (DR),
the signal which is generated by stimulating the capacitive bridge needs to be given an
appropriate amount of closed loop gain, A, so that when a full scale pressure is applied
to the sensor, there will be a corresponding full scale output voltage.

It should be pointed out that the system is a fully differential system, meaning that
the full scale fully differential output voltage is

Voutps = £Vag = 2Vyq.

16



3.1 Capacitance to Analog Conversion

If the pressure sensing capacitive bridge is stimulated with the stimulation voltage
Vitim, then, across the full scale peak-peak range of the pressure sensing capacitance

C

spps the full scale input voltage is

‘/inFS = ‘/StimH(Cspp) = ‘/Stlm (H(Csmax) - H(Csmin)) ’ (38)

For this design, the stimulation voltage for the capacitive bridge is the supply volt-
age, Vistim = Vad, and the system closed loop gain is therefore (3.10).

Vout
A= FS
cl VinFs
2Via = AaVaaH (Cs,,) (3.9)
2
Ag = 3.10
= HCo ) (3.10)
Vstim SO’ S0
SO S1
5‘¥_/.:|_ cf s cf s
—— Co SO—VTE:m Vstim*H(cs) s SO—VTgm
Vxa . 9,._ —\__‘51 H v | 9'._
— OTA > o ) OTA
Vstim é
—E‘g_ N\

Figure 3.7: The CDS half circuit for finding the closed loop gain.

The closed loop gain of an inverting amplifier is the feedback impedance divided
by the input impedance Z;/Z;,. The top half circuit of the amplifier from Fig. 3.1 is
shown again in Fig. 3.7, with the capacitor bridge transformed to show how the input
impedance of the CDS system is simply the two branch capacitors in parallel. The
feedback impedance from Cy is 1/sCy, and the input impedance is 1/5(2Cj), resulting

in (3.11).
20

cl—Cif

Combining (3.10) and (3.11) will solve for the value of C as a function of the sensor’s

A (3.11)

nominal capacitance and maximum capacitance Hc, )(3.12).

Cr=CoHe,, ) (3.12)
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3. THE PRESSURE TO VOLTAGE CONVERTER

In the case where Cy > Cj, which is the case for the E1.3N capacitive pressure sensor,

then (3.7) can reduce to

Cs
H(C'S) =~ 200, (313)
and the feedback capacitance C'y would be
Cs
Hic=Cup) ~ 3¢,
Cs
Cr =~ ‘2”’ (3.14)

3.1.4 The Final CDS Network Design

At this stage of the design process, because the system supply voltage of Vgq was
chosen for the stimulation voltage, the value for Cy can be calculated based entirely
on the desired pressure read range and physical constants intrinsic to the capacitive
pressure sensor. The E1.3N pressure sensor has sensitivity S &~ 1.6pF /atmosphere, and
a nominal capacitance of Cy =~ 6.0pF. For this project, the desired dynamic pressure
read range is 1 atm, so Cs,, = 1.6pF, and Cy is 804 fF from (3.12) (and Cy = 800fF
when using (3.14)).

At this point, the structure for the pressure sensor’s gain stage has been final-
ized (Fig. 3.1), and the required closed loop gain, and therefore also the value for Cy,
has been calculated based on the desired pressure read range and the amplifier output
voltage swing. The next two design requirements concern designing an OTA that can

meet the desired sample rate and pressure resolution.
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The Capacitance to Digital

Converter Noise Analysis

The capacitance to digital conversion process isn’t simply the act of taking the pres-
sure to voltage conversion, amplifying it, and then resolving it to an arbitrary ADC
resolution. There will always be some system noise from the amplification stage which
will be summed with the pressure sensor sample, and the amount of system noise will
determine the maximum usable ADC resolution. Higher resolution ADCs require lower
amounts of system noise, and in general, keeping the system mnoise low requires more
power. The ADC and the ADC driver are designed to work with each other. There is
no real benefit for over designing the amplification stage if the ADC resolution is low.
For example, if the ADC is a 1 bit ADC, then as long as the noise from the amplifier
is less than Vdd/2, then the ADC will have no difficulty deciding if the sensor reading
isa 1l ora0. On the other hand, if the power consumption of the circuit must be kept
to a minimum, then there is no need to design a 12 bit ADC when the amplifier has a
very small signal to noise ratio. To be able to match the OTA performance to a desired
pressure resolution it is necessary to define exactly how much noise the CDC system
will inject into the noise sample.

Section 4.1 will describe some of the fundamental behaviors of the MOSFET device
such as the derivation of the circuit voltage gain and the bandwidth as a function of the
device transconductance and load impedance. Section 4.2 will perform a rigorous noise
analysis of the switched capacitor capacitance to analog voltage conditioning circuit.

The noise analysis will result in a single design equation which describes the total system
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noise as an inverse function of the OTA noise factor, nf, and the ADC sample and hold
input capacitance. This section will also derive the required OTA bandwidth and open
loop gain, Ap, based on the sample rate and ADC resolution accuracy requirements.
Section 4.3.1 will cover the derivation of a single general design equation which will
return the OTA’s maximum allowed noise amplification factor (nf). The nf will be
given as a function of the transconductance efficiency ratios, 7gm, of each of the OTA’s
MOSFET devices, and their associated thermal noise coefficient, vy, when operating at
that particular level of gm efficiency. And finally, Section 4.4 will discuss the method
used to size all of the various transistors to meet the noise factor and the settle time

requirements.

4.1 General Transconductance Device Behavior

Vout(s)=gmVgs(s)Z(s)
d - °

21
o—g| I(s)=gmVgs(s) —— Z(8)=5¢
Vi(s) <
.Q7 N

Figure 4.1: The MOSFET small signal model.

The small signal model of a MOSFET driving a capacitance is given in Fig. 4.1. It
has an output impedance Z = 1/sC, and an output current to input voltage ratio of gm.
Because the current and voltage are inversely related to each other by the factor gm,
gm is sometimes modeled as an inverse resistance, gm = 1/R.g. The output voltage
is the output current times the output load which gives the input to output voltage

transfer function (4.1).

Vout(s) - ng}n(S)Z(S)
H(s) = Y/‘Et(f)) = gmZ(s) (4.1)

Substituting Z(s) = 1/sC into (4.1), results in the frequency dependent transfer
function (4.2), and the frequency where the voltage gain drops to 1 V/V, also known
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4.1 General Transconductance Device Behavior

as the gain bandwidth product (GBW), occurs at w = gm/C, (4.3).

o am
H(s) = 7% (4.2)
am

A perfect current source driving a perfect capacitor as in in Fig. 4.1 would have
infinite DC voltage gain, but in real life there are no perfect MOSFETs or capacitors.
In reality there will be leakage current through the MOSFET (and also a little through
the capacitor) as voltage is applied to the drain of the MOSFET, and the current through
the MOSFET will will no longer be exactly Id = gmVgs. The ratio of the change in
drain current to change in drain voltage is called the device output conductance gd,
and its reciprocal is the output resistance 1/gd = ro. Fig. 4.2 shows the complete small

signal model for the MOSFET driving a load capacitance C.
Vdd

Ibias
I(s)=gmV
| (s)=gmVgs(s) , vOut(s)=nggS(S)( r023+1)

S
1 1
._gl r, —_— E

Figure 4.2: An equivalent circuit of a transconductance device with the included device

transresistance and reference bias generator.

The output impedance of the circuit from Fig. 4.2 is (4.4), and the small signal
transfer function is (4.5). The DC gain of the amplifier is (4.6), and the 3 dB cutoff
bandwidth occurs when the denominator magnitude is 1/2" (4.7).

70

26)= oy (4.4)

H(s) = gm (CO+1> (45)

Ao = gmro (4.6)

1
Waap = T'()C
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The amount of thermal energy delivered from a purely resistive device (such as a
resistor) is given as kT,
E=kT

where k=1.38e-13 is Boltzmann’s constant, and T is the temperature in Kelvin. Energy

is power times time, and the energy dissipated in a resistor is
2 Lo
E=1_R= 5] R sec

where Iyms = I/sqrt2.
From the maximum power transfer theorem, the maximum energy that the resistor

can supply to a load is 1/2 of the total energy available from the resistor
1o
EResistor = ZI R sec.

Equating the kT thermal energy to the amount of energy delivered from the resistor

results in a function for the thermal noise current of a resistor.

1
kT = 1I2R sec
1
I’ =4kT=A
7 f

Transconductance is gm = 1/R.g, but the thermal noise current of the MOSFET

does not exactly match the thermal noise current of an equivalent resistor.

I?wisetea:tMOSFET 7& 4kT/R€ﬁ

To account for this, it is common to include a noise scaling coefficient, y [7], for equating
the MOSFET noise current to the kT thermal energy. With this yscaling factor, the
MOSFET output noise current is (4.8), and the output current can be input referred
to a noise voltage by diving by 1/gm? (4.9).

Iv%oiseout = 4kT~ygm (4.8)
Y
Vimoisen = T (4.9)

The MOSFET device in Fig. 4.2 is getting its bias current from a perfect current
source which does not have any associated noise current, but in reality, there is no such
thing as a perfect current source. Instead, the current source itself will be a MOSFET

biased at a DC voltage with its own 4kTygm noise current contribution.
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1> =4kTy,gm,

n M2
|2
n n M1 n M2

1

é{ M1 5, =4KTy,gm,

Figure 4.3: Input referred system noise current

2 2
I I

How much extra noise current is being supplied by the load is very dependent on
the load circuit. Later in this chapter, Sec. 4.3.1, a full derivation of the total amount of
extra noise current is given. However, for the time being, the total input referred noise
of the amplifier is given as the input device input referred thermal noise voltage, (4.9),

multiplied by a thermal noise factor nf (4.10).

noisS€in

V2. = 41<:Tgimnﬁ (4.10)

where nf is simply a scaling factor which is used to input refer the total output noise

current to the input device’s gm.

4.2 SC Noise Analysis

The SC amplifier is a fully differential SC amplifier with input and output offset cancel-
lation circuitry (Fig. 4.4) [6]. In Fig. 4.5a, during SC switch phase S0, the amplifier is in
reset configuration where the OTA’s DC offset voltage V,s and the system noise voltage
Ve (4.11). During phase S1, Fig. 4.5b, Vs,

the system noise voltage V, and the capacitance to voltage conversion result

are sampled across the nodes V,

ab S0noise Tab

abSlnoise’
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are sampled across V,, (4.12).

anbSO = Vos + anbSUnoise (411)
Vawsr = Vos + qubsmoise + AVap (4.12)
V‘Tﬂb51 o VwabSO = AVap + anbSOnoise + Vl"abSlnoise (4.13)

Taking the difference between (4.12) and (4.11) results in (4.13). The noises are variance,
and they are therefore summed together, but the offset voltage is deterministic, and is
therefore subtracted away leaving only the conversion signal and the noise from the two

sample stages.

SO
_/.—
; Cf
Vstim S
SO S1 | : )
Off Chip I 0—| —
E1.3N Sensor 5’
] T |
o 1
| ’1 Co+Cs VXa
7‘— SO
OTA Choly ADC
[ SO
—1_ ——  Vxb +O

Co Co N
Vstim cm S1

0 S1 0—| —e

S1
SO
_\.—

Figure 4.4: Schematic of the capacitive bridge and the SC amplifier with associated

parasitic capacitances

4.2.1 SC Noise Analysis for Phase SO

To determine the noise from switching phase S0, the SC amplifier circuit from Fig. 4.4
can be reduced to the circuit in Figure 4.6. To find the amount of rms noise voltage
sampled across V,_, while the OTA is in reset, the noise voltage across V,,_, needs to be
integrated over all frequencies. Looking at Fig. 4.6, the signal across V,,, is simply the

OTA output voltage, which in the reset phase is just the sum of the two input referred

noise voltages (4.10), multiplied by the frequency dependent circuit transfer function
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(a) (b)

SO

SO S0
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(4kT\jnf
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!

1< ZCOleondpadJ&gS _Cf
_12Co le

‘TT
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Figure 4.6: Schematic of the SC amplifier during phase SO with the equivalent circuit for

deriving Ceq.

across the equivalent capacitance, Cgq. The differential load capacitance across the

outputs of the OTA during switching phase S0 in Fig. 4.6 can be derived as follows
Ceq (4.14).

Ceqa = 2(/YO + Cparl + Cf
Ceqb = 2C1(] + Cpar2 + Cf

Ceq,Ceq,
g = ————"— 4.14
Ceq Ceq  Con, + Choly ( )

Using Ceq, the ws,, cutoff frequency in radians is

1
w3 = N ans
W Ceq(2Resy)
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the transfer function from the noise voltage generator to the V,_, nodes is

1
H(jw) = ———
"J;;B +1
H(jw) :
w) = -
J JwCeq(2Rep) + 1
1
H(jw) = —5a—— (4.15)
ngﬁf +1
and the frequency dependent output noise voltage at V;,, is (4.16).
) 2
~
V2,  =8kT— -nf (4.16)
OutnOlSe gml (]wzcv’rnef + 1)

The last step for finding the total rms noise is to integrate (4.16) for all frequencies
from DC to infinity. Once this integration is complete, the total rms noise for the CDC

system while it is being held in switch phase SO is (4.18).

2 V1 > 1
Vioisesme = 8anf/ —a———— dw
gmi 0 ]wgmf +1
" 1
Vnzoiserms = 8kT nf( °C ) (417)

TabSOnoise C’eq B! nf

(4.18)

It should be pointed out here that for a first order transfer function decaying at
20dB/decade from ws,,, such as (4.15), its integral from zero to infinity is 1/4 of its
cutoff frequency in radians (4.19) [8].

(4.19)

This factor is commonly called the noise equivalent bandwidth, (NEB), and it will be
used several more times throughout the design process.
As the SC amplifier switches to phase S1, the OTA drives the nodes V,, and V,,

to virtual ground, and the noise charge which was sampled onto V,_, during SC phase
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Figure 4.7: Equivalent schematic for deriving the phase S1 feedback factor (4.22)

S0 (4.18) gets transferred to the output nodes as a function of the feedback gain. To
determine the switch phase S1 voltage gain from V, , to the output nodes it is only
necessary to know the transfer function from output to input. Fig. 4.7 can be used
to help determined the feedback factor from output to input. This term is commonly
referred to as the feedback factor F', where F' =V, , /Voy. Taking V., and multiplying
by 1/F gives the output voltage.

Ve
Vout = F‘“’ , (4.20)

and by combining (4.18) and (4.20), the final end of conversion output noise contribution

from phase S0 is (4.21).

2
2 _ anb SO0noise
OU/tnoiseSO - F2
kT =,

OUtnoiseSO = Ceq F2

With the help of the equivalent circuit from Fig. 4.7, the calculation of F' as the
capacitive voltage divider from Vy to V., is fairly straight forward with the result

being (4.22).

F = anb — Cf

Vou 2 (((2co+cparl)(200+0parz) )

(4.22)

2CO+Cpar1 )+(200+Cpa7'2)
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According to (4.18), the greater the value for Ceq, the smaller the SO V,,, noise
voltage. Cp and C} are fixed values determined by the sensor’s nominal capacitance
and the required closed loop gain, but C,, can be made larger by increasing the other
capacitances. However, increasing Cpqr will, according to (4.22), reduce the feedback
factor which will result in greater phase SO output noise (4.21).

The solution for reducing the phase SO noise level while not reducing the amount of
phase S1 feedback factor is to use the capacitor Cpory. Cpoly is part of Ceq (4.14), but it
is not part of F' (4.22). Meaning it helps to reduce the phase SO noise voltage, but the
noise charge stored on its plates is not transferred to the output as noise voltage during
phase S1. Also, because the OTA is in reset, Cpoly can be Ay times greater than the
ADC sample and hold capacitor without having a negative impact on the reset phase

S0 settling bandwidth.

4.2.2 SC Noise Analysis for Phase S1

Even though every switch in Figure 4.4 contributes to the total system noise, some of
these switches can be ignored as noise sources if certain requirements are met. Assuming
that the switches in the feedback and output path of the circuit have a resistance
Rey K gm#F’ which is a safe assumption when the bandwidth of the device is limited
by the OTA’s gm rather than the SC switch resistance, then it is safe to ignore these
output switch noise sources during the noise analysis [9].

Ignoring the feedback and the output switches leaves two major noise sources for the
SC switch phase S1 configuration. These two noise sources are the input switch noise
and the OTA input referred noise voltage. Using the circuit from Figure 4.8, these two
output noise voltages will be analyzed and summed together to derive the total switch
phase S1 output noise.

First, considering the switch input noise, the S1 switch noise generators each have
a noise voltage 4kT Rg1 which results from their finite channel resistance. This gives
a differential noise voltage which is the sum of the noise from the two switches (4.23),
and a total output noise voltage which is the switch noise multiplied by A, and the

NEB (4.24).

V2 = 2(4kTRg1) (4.23)

noiseinput

1% = (8kTRs1) A% NEB (4.24)

OUtnm’,seRSI
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Figure 4.8: Schematic of the SC amplifier during phase S1.
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Figure 4.9: A transconductor operating with a feedback transfer function F' will have an

increased effective impedance R.y and a corresponding decrease in bandwidth

In switch phase S1, operating the amplifier with the feedback network has the effect of
decreasing the effective transconductance of the amplifier. When a transconductance
device is operating with 100% of its output voltage being fed back to its gate, Fig. 4.9a,
like how the OTA operates in phase S0, any change in Vg has a corresponding gm Vout
worth of current giving an effective impedance of 1/gm. Inserting a block into the
feedback path attenuates the Vi to Vs return signal, Fig. 4.9b, causing only gmVou: F'
worth of output current response. Increasing the OTA gain by inserting the feedback
block has the effect of increasing the effective impedance of the OTA.

To calculate the total output noise for the S1 switch resistors, the amplifier’s w3, fre-
quency is calculated to find the NEB (4.26), and then the NEB is substituted into (4.24).
Assigning the variable name Cjpr to represent the total effective output load capacitance,

and remembering that a capacitor which is being driven differentially has an effective

29
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capacitance twice its rated value, the total switch noise can be derived as (4.27).

NEB = %
BW = 92@:; (4.25)
NEB = 4?;2; ) (4.26)
out _ M A% Rg1 gmi F (4.27)

noiseRSl - Cleﬁ
The other noise contributor for phase S1 is the OTA’s thermal noise. The input
referred thermal noise is directly at the input gates of the OTA, so the output noise is

the OTA’s input noise, (4.10), transferred to the output as a function of F' and bounded
by the NEB (4.28), which can be reduced to (4.29).

2
Vonoiseora = BKT L nf ﬁ NEB (4.28)
V2 — ]{3 71 nf 1 gml F
onoiseoT A gmq F2 8 Olejj”
kT

OTLOZSQOTA = Cleﬁ F
Summing the two noises (4.27) and (4.29) together results in (4.30), which is the total

SC phase S1 noise contribution.

kT
VnQoiseSl = Cz <A Rs1 gmi F' + %an> (4.30)

From (4.30), if the closed loop gain is approximated to be A, ~ 1/F (the accuracy of
this approximation is determined by actual ratio Ay and F'), and the v, nf ~ 1 (it is
normally greater than 1) then (4.30) can be reduced to show that as long as the Rg;
switch resistance is much less than 1/gm, then the phase S1 noise comes almost entirely

from the OTA. Making the following rough approximation

1
Acl ~ ﬁ
the noise formula can be simplified to
kT
V712013651 - C, jj”F (RSl gmi + 1)
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4.2 SC Noise Analysis

If the transistor’s 1/gm is much greater than the switch’s resistance, 1/gmy > Rg1,

then the noise can be further simplified to

V2~ — £71 ’}’lf

noises1 Clejj” -

The switch Rg is designed to have much less on resistance than the OTA input device
effective resistance, 9%1’ so that the OTA bandwidth is dominated by the OTA’s gm

and not by the swtich resistance. With this simplification, (4.21) and (4.31) can be

(4.31)

summed together to give the total system noise (4.41).

2 f— . .
Vnoisetoml - VnozseSO + Vnozse51

_ KT yynf | KT vy, nf

V2
noiseiotal Ceq F? Cleﬁ F
Vi (1 1
| ¥ L 32
noiseiotal F (Ceq F + Cleﬁ) ( )
Cf
. Vxa I I o——
2Co Cparl
—) |
2Co Cpar2
Cf
| o—
¢ Vxb ||

Figure 4.10: The circuit used to determine the OTA effective output capacitance Cjeg.

Clegr is the effective load capacitance which is being driven by the OTA. Cjp includes
all of the load, feedback, and parasitic capacitances which are being driven by the OTA’s
output node. The circuit in Fig. 4.10 can be used to calculate Cj.g, and after a bit of
algebra, Cjeg can be expressed as (4.33).

Cr

Cier=C1 + DY (1-F) (4.33)
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(4.32) can be used to solve for the amount of required Cjg required by the signal
conditioning noise performance, and (4.33) can be rearranged to return the value for
Cy (4.34).

C
Cr=Cugg— 5 (1= F) (4.34)

Co and Cf are constant design variables from the capacitive sensor and the required
A.. The parasitics are themselves design constants because they can be pretty accu-
rately approximated from the beginning of the design process, at least to the point
where being slightly wrong will have only negligible impact on the system design. With
constant values for Cy, Cy, and the parasitics, the design factors of Ceq and F' can be
calculated.

A major benefit for using (4.32) is that it is a formula which characterizes the entire
switched capacitor thermal noise as a function of only two variables, v, nf and Cjepy
(because C¢q and F' are determined by A, and the parasitics). As for the approximation
of the parasitics, even if they are unknown and need to be guessed at, the chances that
the on-chip parasitics are significantly greater than the 12 pF input capacitances from
the capacitive sensor are pretty small, and therefore unlikely to significantly impact
F (4.22). However, it is always good practice to revisit the early design steps as the

design nears completion and update as necessary.

4.2.3 The Noise Factor and Effective Load Capacitance

To fully utilize the N bit ADC, the signal energy from the capacitive sensor versus
the total error of the SC CDS system needs to be greater than or equal to the dynamic
range (DR) of the ADC. Starting with a few basics, the signal energy is the rms squared
energy of the OTA’s peak to peak output voltage swing (4.35)

2
2 %Voutpp
‘/signalrms = T 5 (435)

where Vo, is the full scale output voltage from the pressure to analog conversion

Voutps = Ac1Vings, which for this design is simply 2Vgq. The N bit ADC dynamic range
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4.2 SC Noise Analysis

is the ratio of the total rms voltage energy that the ADC could measure at full scale

versus the minimum amount of signal energy it could measure with 1 LSB (4.36).
DR=10""1% ", (4.36)

The total error budget is (4.37), which is the summation of the noise error and the

settling error.
2 _ 2 2
€iotal = €noise + 6set‘t‘ling (437)

Combining (4.35), (4.36), and (4.37) results in a formula which explicitly states how
much error the system can tolerate based on the desired ADC resolution (4.38).
2

2 . signalrms
€total = 6.02xN+1.76 (438)
10 10

The settling error, €sesiing, from (4.37) is related to the bandwidth and the accuracy
of the CDC conversion results, and will be discussed in a later section. This section will
cover the derivation of two equations which solve for either yinf as a function of Cjep
(and therefore also C; (4.34)) or Cje as a function of vy nf.

The total error is the sum of the 1/ f noise, thermal noise, and the settling accuracy.
For this project work, the 1/f noise has not been part of the noise calculations because
the CDC system is using correlated double sampling techniques for the purpose of
rejecting low frequency DC offset and noise. The noise design has been performed
assuming that the low frequency noise response will be flat as long as the 1/f noise
corner frequency is lower than the high pass cutoff frequency from the CDS system’s
transfer function [10].

Eq. (4.38) gives the entire noise error budget for the system, and if the noise design
was performed to meet this requirement, then the total error budget would be used up
entirely by the thermal noise leaving no margin for the settling error. At this point,
it is a good idea to increase the required thermal noise SNR by a few dB, denoted
by SN Regtrg in (4.39). Creating the design variable SN Ry, will allow the designer
to adjust how much error is given to noise and how much is given to settling. The

percentage amount indicating how much is given to noise can be calculated with (4.40).

2
2 o Vsignal,-mS (4 39)
€noise — 6.02xN+1.76+SN Regtra :

10
SNRegtra
10

noise fraction =10 (4.40)
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Now that there is an established value for the maximum allowed noise, it is possible
to substitute

V2 =2

nois€total noise

in the SC noise equation (4.41), and solve the resulting equation for either nf or Cjeg.

9 Vi nf 1 1
- 4.41
e = K12 (2 (1.41)
2
WF
Vin M = ET;"’“ : (4.42)
KT (oip + o)
kT, nf CogF°
Clefr = in (4.43)
7 €%oiseF2 Ceq - ij’hnf

Most times (as is the case with this design), Ciep will already be a fairly large valued
ADC input sample and hold capacitor. When this is the case, then it is only necessary
to solve for nf (4.42).

4.2.4 Gain, Settling, and gm

The noise error is a purely random, non-deterministic error, and it is quantified using
2

the output variance €;, ...,

but the settling error is non-random, and quite deterministic.
The settling error is comprised of two components, the dynamic settling error and the
static settling error.

Esettling = €dynamic T Esettling

Both of these errors can be described using the waveforms from Fig. 4.11. The waveform
shows two traces, one of which was from the OTA when it was driving no Cj load
capacitance, and the other when it was driving 4.6pF load capacitance. The settling
error is the measure of how close the output voltage comes to reaching its target voltage,

and as can be observed in Fig. 4.11, this error is not random. For this non-random error,
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Figure 4.11: The OTA output voltage as the CDC system cycles through reset-sample-
reset.

the total error (4.38) can be converted to its peak to peak equivalent (4.44), which should

be around 1/2 LSB.
Etotalyy, =\ € 2V2 (4.44)

and using (4.40), the remaining peak to peak error can be given to the settling er-
ror (4.45)

_ SNRegtra
€settling = €totalpy <1 - 10 ( 10 )> (445)

The dynamic error in Fig. 4.11 is shown by the time it takes for the outputs to
reach their desired goal of 850mV. The time constant for the dynamic error is 7 =
1/ws,, (4.25). From the two plots, it is evident that the waveform with the smaller
time constant approaches its target potential much more quickly than the 4.6 pF loaded
OTA, and should therefore be closer to the target output voltage than the slower wave
at the end of the sample period. The other part of the settling error is the static error.
This error arises from how close the waveform can get to its goal, Vouy = VinAg, if it

had infinite time to settle. Eventually, as a function of the loop gain, Voue = V3, Ty,

Tap
the amplifier will stop trying to get any closer to the target potential Voy = VinAg.

Earlier it was calculated that the closed loop gain of the OTA is 2Cy/Cy, but Vous
is equal to Vip Ay only if the open loop gain is infinite. A real amplifier circuit does not
have infinite gain, and on top of that, because of F, it doesn’t even have Ag amount of

loop gain.
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The requirements for the settling error is that the gain and bandwidth of the am-
plifier must be great enough to settle the output to within €geye in only 1/2 period of
the SC amplifier clock. The accuracy of the conversion is governed by the loop transfer

function (4.46) which leads to the expression for the system static error (4.47).

Ty = Ay F (4.46)
1
€static = ?0
1
(4.47)

Estatic = AoiF
The dynamic error of the amplifier can be solved using the amount of time available
to settle, tg, and the 7 = 1/ws,;, time constant of the OTA. At low SC clock speeds, the

settling time t4 is about one half the SC system clock period (where the clock period is
Tse = 1/ fse, and the circuit bandwidth is (4.25), and the dynamic error is (4.48).

ts = L
le
= gmllji
€dynamic = e_%s
€dynamic = 674?:;10;:’7 (4.48)

Equations (4.47) and (4.48) can be combined to form (4.49), which solves the re-

quired gm as a function of the settling error and the open loop gain.

€dynamic = E€settle — Estatic
gmq F

T fscClorr )
e *seClef = €settle — Estatic

4 Clepf 1
gmi = —#hl <€settling - 140-F> (449)

For gm to be real and finite (4.50) must be true.

1
€settling > AoF (450)

Plotting (4.49) as gm versus Ap, Fig. 4.12, shows that minimum open loop gain
requires infinite gm, and minimum g¢gm requires infinite Ag, . However, increasing Ag

by a few dB quickly results in near minimum gm requirements.
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Figure 4.12: Plot of gm versus Ay from (4.49) for fs. = 4kHz showing asymptotic

behavior at minimum gm and minimum Ag.

4.3 The OTA Noise Factor Coefficient

At this point, the entire noise and bandwidth requirements of the capacitance to digital
conversion system have been described in terms of nf, gmi, and Ap. Achieving the
required Ag is a fairly in depth procedure and is discussed in a later chapter. This
section will cover the design of the folded cascode amplifier to meet the nf and gmy
requirements.

The folded cascode OTA, (without the gain boosting amplifiers), is given in Fig-
ure 4.13. The first step of the noise analysis is to realize that every MOSFET device in
the circuit is contributing some noise current to the capacitive load, and the sum of all
this current through the load shows up as output noise voltage. The noise current being

generated by each of the devices is I2 . = 4kT~ygm, where k is Boltzmann’s constant,

noise
T is the temperature in Kelvin, y is the MOSFET thermal noise factor [7], and gm is
the transconductance. For the noise analysis, the transistors can be replaced by their
equivalent noise model, and simple current divider ratios can be used to determine the
flow path of the individual noise currents, Fig 4.14.

Fig. 4.14a shows the N-type cascode load transistors, with the P-Type load replaced

by a current source. Looking at the noise current flow at the source of the M2 transistor,
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Figure 4.13: The folded cascode amplifier without the gain boosting amplifiers.
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Figure 4.14: The cascode load noise sources showing some of the possible paths for
current flow.

a) The equivalent circuit for noise analysis of the load device. All of the noise current will
flow into the Zin=0Q branch

b) The equivalent circuit for noise analysis of the cascode device. Becsause 1/gm < 1/gd,
almost 100% of the noise current will form a closed loop inside the cascode device.

there are two paths which the current could flow. One path is to flow back into the

MOSFET device against the 1/gmy2 source impedance, where it would, according to

the Kirchoff’s current law, form a closed loop and therefore not have any impact on
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4.3 The OTA Noise Factor Coefficient

the output load. The other path is to flow into the 0Q impedance ground where the
current would flow through the load on its way back to the M2 current noise source. In
this case it should be clear that 100% of the current will flow into the 0Q impedance
of ground rather than the 1/gmpp, source impedance. This means that for the cascode
amplifier, the M2 load transistor contributes all of its noise current to the output.

Performing the same type of analysis on the M3 cascode device, Fig. 4.14a, will
result in a different outcome because at M3’s source, the current once again is impeded
on one path by 1/gmy3 impedance, but the other path is the 1/gdn2, where gdys is the
device’s output conductance. To know how much current flows through M3, a simple
current divider ratio can be calculated (4.51).

. . gmM3
i(M3) =i, . [ —L s 451
(M3) = sy (gmm + ng2> (4.51)

Because normally normally gmys > gdye (for the 130nm technology used in this
project the ratio is usually at least 30:1), then (4.51) reduces to being close to unity.
Because virtually all of the M3 noise current loops back through M3, then almost 0
current loops through the output load. Even though there is some noise current from
the cascode devices, for the purpose of this amplifier design, the noise analysis will

proceed as if the cascode devices do not contribute to the output noise current.

Figure 4.15: The circuit used for the noise analysis of the input device and P-type cascode
load network.
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The same analysis can be performed on the M4 and Mb cascode load devices, re-
sulting in the same outcome as the M2 and M3 devices. Looking at the drain of the
input device in Fig. 4.15, the noise current source also sees high impedance looking
into the M1 drain, and low impedance looking into the M4 cascode source. Because of
this, it will be assumed that virtually all of the of the input device noise is applied to
the output load. The differential pair tail current biasing load transistor also sources
noise current, but because this noise is common mode to the input differential pair,
its contribution will not be considered in the noise analysis. At this stage, the noise
sources of the folded cascode amplifier which source noise current to the outputs have
been identified as M1, M2, and M5. The goal is to input refer this total output noise
current to an input noise voltage so that the noise behavior of the amplifier can be well
defined.

4.3.1 Noise Factor Derivation

The M1 input device of the folded cascode is the only amplifying device in the amplifier.
All of the other devices act as the output load. The most effective method for input
referring the OTA output noise current is to sum together all of the device noise currents,
and to input refer them to the MI input device. The V2 to I? ratio of the M1 input
device is gm3, so if the device output noise current is divided by gm?, this will result

in the M1 input referred voltage (4.53).

Iv%oiseout = 4kT’Ylgm1 (452)
Vimsisen = 41ch%1 (4.53)

To input refer the total output noise current, the total OTA output current will be
divided by the input device gm,. The simplified common source amplifier circuit in
Fig. 4.16 shows how the output currents are summed together (4.54) and input referred
to the M1 input device (4.55). Comparing (4.53) and (4.55), the input device OTA
noise scaling factor for the Fig. 4.16 circuit is (4.56).
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Figure 4.16: Input referred system noise current
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2 = Y. y,.gm.
vz, =T (1+ LI

I?wiseout = 4kT (’71gm1 + 729m2) (454)
2 _ V1 Y2912
Vnoz’seinput — 4]'€T971 (]. + W) (4:55)
7#:<L+%W@> (4.56)
Y19mM1

This folded cascode design uses MOSFETs biased in very different modes of op-
eration. The input devices are operating in weak inversion and the load devices are
operating in strong inversion, and the cascode devices are operating somewhere in be-
tween. Fach device is operating at different levels of gm, but they are all biased with
fixed current ratios. In Fig. 4.13, M5A and M5B are both is flowing 21y, and every other
transistor (not including the common mode current source M2C and M3C) is flowing
Iy. To help relate the behavior of all of the different transistors, it is useful to represent
each MOSFET in terms of its transconductance efficiency ratio (4.57), and to derive nf

as a funtion of 7, (4.58)

agm
72 Id2779m2
nf=1+ 2-270m2 (4.58)
’yl Idlngml

If you replace gm with Ijng,, then for equal drain currents, the input referred noise
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voltage for the circuit in Fig. 4.16 would reduce to (4.59).

Vo = 4kTﬁ (1 + 272’:) (4.59)

Eq. (4.59) shows that nf is always greater than 1 by the fraction v,7m,,.. /%7y, -
The n,,, values are simply gm/I, but the y noise coefficient is not so evident. Most
of the textbooks [11, 12, 13] state that the thermal noise factor y for devices in strong
inversion is simply 2/3. However, as stated earlier, this amplifier has devices conducting
in many different modes of operation. One big issue is that the M1 input devices are
operating in weak inversion where the noise source stops being the MOSFET saturation
noise current (where v is roughly 2/3), and starts to behave more like the shot noise of
a BJT device [14].

As a charge carrier crosses a PN junction, such as what occurs in the MOSFET
channel operating in the subthreshold region, its velocity changes as it passes through,
and reemerges, on the other side of the junction barrier. This increase and decrease
in velocity creates a little spike of noise for each electron passing through the junction
barrier. The random arrival of the charge carriers to the junction barrier creates a
broadband output noise current which is directly proportional to the amount of current
flowing through the device (4.60) [15]. Dividing (4.60) by the square of its weak inversion
gm, (4.61), gives the input referred shot noise voltage of the device in weak inversion

saturation to be (4.62).

Ighotnoiseout = 2qly (460)
kT
gm = 1Ig (n) (4.61)
q
5 2 (nkT\?
‘/;hotnoisei,,L = T - (462)
d q

The noise currents (4.60) and (4.52) are not equal to each other. This means that,
if (4.59) is going to be used to quantify nf, then it is necessary to know the value of y
across all operating regions.

It would be possible to mathematically derive a set of functions which could quantify
the n,, and y values across the entire spectrum from very weak inversion to very strong

inversion. But, it would be very tedious work to accomplish this derivation, and it
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Figure 4.17: Simulation results plotting the noise coefficient v and the device % ratio at

I = 1pA and channel length L = 400n as a function of an NMOS device n = I—Td” ratio.

would be easier if there was a lookup table which listed values relating the v noise
coefficient to the device i, values. So, instead of deriving general math equations for
the ~ characterization, Spectre simulations were performed to generate tabular data of
the noise coefficients. From the Spectre simulations, the 7, and y were extracted from
the results, and the results are plotted in Fig. 4.17.

The accuracy of the extracted 74, and y values are very dependent on the accuracy
of the device model files. But, assuming that the IC fab was thorough in its device
characterization, then all of the various characteristics of the particular technology
being used, such as the short channel, long channel, weak inversion, strong inversion,
depletion capacitance and so on, will be neatly bundled together in the simulation.
The simulation output should be a nice clean curve which gives a very good idea of
the transistors’ behavior. The simulation data for characterizing the NMOS device vy
coefficient and W /L ratio as a function of the device transconductance efficiency, g,
is plotted in Fig. 4.17. The same simulations were performed for the PMOS devices,
but the simulation results, which are similar but slightly different to the NMOS results,
are not listed here.

At this point, the nf for the folded cascode amplifier from Fig. 4.13 can be derived

as a function of the ratios of the various device I; drain currents, and their yng,
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values (4.65).

IﬁoiseoqﬂA = 4kT (y1gm1 + yagma + y59ms) (4.63)
Ba! Yegmsa | Y59Ms5
V2. = 4kT 1
noweora gm1 ( - Y19m1 - 7197%1)
7 Ig, \ v2ngm Ig; \ V5Mgm
V2. =4kT —— (1 + <2> R UL S <5> g5> 4.64
noweoTa gm1 Ly, ) M1gmy Ly, ) Mgy (4.64)
I I -
nf=14+ (d?) P2lgms (d“”) F5"gms (4.65)
Id1 Y1 Tgm, Id1 T1Tgm,

Substituting in the device current ratios, and choosing to design the load devices

with equal yng,, values give an nf of (4.66).

nf=1+3 <W79mld> (4.66)
T1Tgma

4.4 The Folded Cascode Device Sizing

All of the design requirements for sizing the folded cascode M1, M2, and M5 transistors

are fully characterized through the design equations for gm and nf.

1. Starting with the design’s desired pressure read range, the capacitive sensor with
its nominal capacitance Cp, and pressure sensitivity Cs, the required A, and
Cy =2Cy/Ag can be calculated (a detailed description of how to do this is given
in Chapter 3).

2. Make some assumptions about the expected parasitics and solve for C¢, and
F (4.14) and (4.22).

3. Based on the desired ADC dynamic range, (4.36), apportion some of the error for

the noise error (4.39).

4. Solve for Clep as a function of nf, or solve for nf as a function of Cieg (4.42),
and (4.43)

5. Select the yngy, efficiency values for the M1 input devices and the M2 and M5

load devices
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Figure 4.18: Spectre simulation results plotting the MOSFET device saturation voltage
and W/L ratio versus the 7, efficiency values of the 130nm MOSFET devices.

According to (4.65), the smaller the value given to the load yng.m,, the easier it is to
have a small nf. Unfortunately, as is shown in Fig. 4.18, smaller 7, results in a larger
Visat of the MOSFET device. Because the usable output voltage swing is limited on
top and bottom by the saturation voltages of the output load devices, it is desirable to
have a very small Vgga¢. Load devices which have small Vyg,; are devices with a large
Ngm value, but load devices with large 74y, increase the nf. The optimal solution is to
design the amplifier with as large of an 74, value as possible for the load devices while
still maintaining an nf which meets the noise requirements.

Taking the tabulated noise and efficiency values from Fig. 4.17 and loading them
into Matlab, a 3D surface plot solving the folded cascode nf function can be created,
Fig. 4.19a and (4.66). The surface plot plots all of the solutions to (4.66) as a function of
the device 7y, values. In the Matlab environment, it is fairly trivial to limit the plotter
output to only plot the values which fulfill the nf design requirements. Figs. 4.18
and 4.19b, can be used to choose an 74, value for the input, 71, and the load devices
12, which will meet the nf requirements while providing the widest output swing with

the best input device transconductance efficiency.

(...Continued from earlier. . .)

6. Find the required gm; for the sample rate and Cieg (4.49).
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Figure 4.19: The solution for (4.66) using the data from 4.17
a) The solution for all values of nf.

b) The solution for only the values of nf less than 3.6.

7. With the required input device gm; and the chosen 7, values, solve for the

Fig 4.13 bias current Iy = gm1/n,,,,

8. With the 7, and I; values, along with the plots for W/L vs. ngm, Fig. 4.18
or 4.17, choose the W/L ratios for various OTA transistors.

The W/L data in Figs. 4.18 and 4.17 is a function of 7y, but only for Iqs = 1A,
and it must be scaled to the actual device current to maintain the same 7g4,,. For
example, if the bias current should be 2pA, then all of the W/L ratios from Fig. 4.18
need to be doubled. If the 7, is maintained, then Vjg, remains virtually unaffected.

At this point, all of the design formulas which are used to design the folded cascode
amplifier to meet the noise and bandwidth requirements of the signal conditioning sys-
tem have been derived, and the method for sizing the various amplifier transistors to
meet the bandwidth and nf has been shown. Noise and bandwidth are only two of the
design characteristics which are important for ADC drivers, the third is the amplifier
open loop gain which determines how accurately the amplifier is able amplify the input
signal to the ideal output signal. For this design, the simple folded cascode OTA only
gives about 70 dB of gain, but the required open loop gain from (4.50) is more than
100 dB. The following chapter will describe the method used for attaining the required
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open loop gain, and the final amplifier design will be given listing the bias current and

all of the transistor 7y, values.
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The Gain Boosted Folded Cascode
Amplifier Design

ADC drivers require very high accuracy to meet the settling requirements of the signal
conditioning circuitry, and the amplifier’s accuracy is determined by its open loop DC
gain. High gain can be achieved using a multistage cascaded amplifier, but the main
drawback is the greatly increased power consumption incurred by each successive am-
plifier stage. Another option for increasing the DC gain is to implement a gain boosted
cascode stage as the amplifier’s output load.

The amplifier developed for this project has been designed to provide very large DC
gain over a wide output swing, and to consume an absolute minimum of power. Towards
the goal of achieving wide output swing, a folded cascode architecture is used which
allows the output node voltages to approach the power supply rail potentials minus
the saturation voltages, Vggat, of the load devices. To achieve very high DC open loop
gain, the gain enhancement effect of a folded cascode architecture is further increased
by adding extra amplifiers to drive the gates of the cascode devices. To keep the overall
system power consumption low, all of the system’s amplifiers (the main folded cascode
OTA and the gain boosting OTAs) are single stage designs employing switched capacitor

common mode feedback networks and floating bias voltage generators.
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5. THE GAIN BOOSTED FOLDED CASCODE AMPLIFIER DESIGN

5.1 Enhancing the Amplifier Gain

The voltage gain of an amplifier is the input transconductance multiplied by the output
impedance, gmiZyy:. The ngm = gm/Iy transconductance efficiency ratios for each
device is determined by the OTA noise factor nf requirements, and to try to increase the
gain by increasing gm; will increase the power consumption beyond what is necessary
to meet the system SNR and bandwidth requirements.

The other option for increased gain is to increase the output impedance. One of the
most basic options for increasing the output impedance of a MOSFET is to increase
its channel length. Fig. 5.1a shows the gain improvement of the MOSFET device for
increasing channel length while maintaining constant W /L ratio and 7, values. The
improvement from increasing the channel length from minimum channel length to only
a few multiples of the minimum channel length is pretty large, but the improvements

start to flatten out once the channel length is about 5x minimum channel length.

N-Type Mosfet W/L=1 L=0.13,0.26, ..., 1.17u, 1.3u N-Type Mosfet L=600nm n,=10, 12, ..., 28, 30
50

451 L=10x Minimum 451

N
o

gain (dB)

L=1x Minimum

0 0.2 0.4 0.8 1 1.2 0 0.2 0.4 0.8 1 1.2

0.6
Vds

(a) (b)

06
Vds

Figure 5.1: Simulation for characterizing the MOSFET intrinsic gain gmry.

a) The W/L ratio and I; are kept constant for constant 7, , and the channel length is

m?

stepped across minimum length to 10x minimum length.
b) The I, is kept constant, and the W/L ratio is stepped logarithmically to perform a
linear sweep of 7y, from 10V~ to 30V~ .

Fig. 5.1b are the simulation results from stepping the 7., value of the NMOS tran-
sistor from 10V~! to 30V~!. The plot shows that the gain of the device is not as greatly
affected by different modes of operation as greatly as it is with different channel lengths,
but that there is a pretty significant increase in the output swing of the device with

increasing device gm. This is a direct consequence of the Vgt reduction as the device
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5.1 Enhancing the Amplifier Gain

moves its mode of operation from strong inversion to weak inversion.

Considering the gain improvement from increased channel length, Fig. 5.1a shows
that for every doubling of the channel length, which at constant W/L corresponds to
a quadrupling of the device area, the gain is increased by only about 6 dB, or 2x the
voltage gain. If the device’s intrinsic gain was 30dB, but the system needed 60dB of
gain, trying to achieve the extra 30dB of gain by increasing the channel length would
require quadrupling the device area 5 times over. Multiplying the gate area by 4° = 1024
would be a pretty painful way of getting an extra 30dB of gain.

5.1.1 The Cascode Load

A better method would be to use two transistors, each with 30 dB of intrinsic gain, and
configure them in such a way that their gains were multiplied with each other, which
would give a total of 60dB of gain with only 2x the amount of device area instead of
1024x the area. This method of increasing the gain is called cascode loading, and this

operation is performed by the Fig. 5.2 transistors M3apc and M4ap.

maa | D—L3 o
out- [
CL = 2Cleff |
M3A Vb4
<
M2A | Vb6

Figure 5.2: The folded cascode amplifier without the gain boosting amplifiers.

Cascoding is nice because with relatively little effort, the gain of the amplifier can
be dramatically increased. If the intrinsic gain of the MOSFET device were 30 dB, the
simple cascoded amplifier, such as the the one in Fig. 5.2, can increase the amplifier
voltage gain to 60 dB without consuming any extra power. It is true that the enhanced

60 dB of gain is only available when the cascode devices are in saturation, but even
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5. THE GAIN BOOSTED FOLDED CASCODE AMPLIFIER DESIGN

after the output voltage has swung to the point where the cascodes have come out of

saturation and are no longer doing anything, the amplifier would still have the original,

non-cascoded, ry impedance of the load device.

? *
|4¢
I=gm,Vgs, los

Vgs,=-V, @

2
Vgs,=v, ‘—I I=gm,Vgs, ¢ Moz

+
Vout

L

Figure 5.3: The cascode equivalent circuit for small signal impedance derivation

Using the circuit from Fig. 5.3, a small signal analysis on the equivalent N-Type

cascode load can be performed to find the cascode load output impedance. The cascode

amplifier’s gain is its effective transconductance times the effective the effective output

impedance, A = gmegRocasn-

To find the output impedance, the first step is to short circuit output to ground and

to solve for igu; /vin = gmeg

Solve for vy

11+ 12 =13+ 14 = —lout
. vy
11 = Uingmn2 12 =
7’02
13 = —Uygms 1y =
7“03
11 =—l2+ i3+

1 1
VingMa = —Vy <7"0 + E + gm3>
2 3

0y + T0; + 70570393

VingM2 = —Uy ( R
2703

gmaro,Tos

Uy = —U;
X " <7“03 + 70, (1 + ro;9m3)
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5.1 Enhancing the Amplifier Gain

Substitute vy into i1 + iz = —iyu and solve for gmg = Gout [ Vin

. (%%
—lout = VingMma + —
TOZ

gmaros >

—lout = VingMa — U;
out in g2 in (TOP, +7‘02(1+r03gm3)

IS (—gm2(7“03 + 70,(1 + 10;9m3)) + gm2r03>
o " 705 + 70, (1 + ros9ms3)

e —gmaro, (1 + ro,gms3)
el 705 + 70, (1 + T0,9m3)

The next step for deriving the cascode output impedance is to open circuit the output,
and find A = vout/Vin.

tout = 0
11 = —19
Uy = —VingMmaro,

Vout = Uy 1 Uy gM3To;

Vout = —UingMaro, (1 + gmaro,)

Vout A=

—gmaro, (1 + gmaro,) (5.1)

Vin,
An interesting point about (5.1) is that the open loop gain of the common source
M2 amplifier is gmarg,, and the open loop gain of the M3 common gate amplifier is
(1 + gmsro,). Equation (5.1) shows that the open loop gain of the cascode is simply
the product of the two individual open loop gains, and that if the gain of the gmgaro,
should go to zero there would still be the original uncascoded gmarg, amount of gain.

If the cascode gain is A = gmegRocasn, then Rocasn = A/gmeg
Rocasn = 105 + 10, (1 + 10,9m3) (5.2)
For the purpose of this amplifier design, the following approximation was made:
703 + 70, K 705705913

which gives the N-cascode network an output impedance of (5.3). The same derivation

can be performed on the M1, M4 and M5 input device if the P-type cascode load, and
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5. THE GAIN BOOSTED FOLDED CASCODE AMPLIFIER DESIGN

the resulting impedance is (5.4). Combining (5.3) and (5.4), the folded cascode amplifier
open loop DC gain is (5.6).

Rocasnfalded R gm3rozTo,

ROUtfolded = Rocasnfolded ROCGSPfalded

(5
Rocasprorgea = 9MaToa(T05|T01) (5.
(5
(5

Afolded = gma Routfolded

lz
=
[ee]
S
(o)}
=
N
N
N
(o)}

il

Figure 5.4: The circuit diagrams for the amplifier electronics
a) The system reference bias generator. b) The gain boosted folded cascode amplifier.

Adding gain boosting amplifiers to the Fig. 5.2 folded cascode results in the gain
boosted folded cascode amplifier in Fig. 5.4b, shown alongside the reference bias circuit.
The gain boosters work to keep the Mbap (and M2, ) drain voltages equal by applying
gate biasing to M4ap (and M3ap). The gain boosting amplifiers increase the standard
cascode output impedance (5.5) by a factor of (4, som T 1), which is approximated to

A

boosting amplifier. This results in a total gain boosted cascode amplifier gain of (5.9).

(5.7), where Ao,  is the open loop gain of the corresponding P or N gain

0GBpn
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5.1 Enhancing the Amplifier Gain

Rocasngs ~ Rocasnporgea(Aocs, ) (5.7)
Rocaspap = Rocaspyyigea(Aocs,)

Routgs = Rocaspp || Rocasngs (5.8)

Atotat = 91 Rout g (5.9)

When the gains of the two gain boosters are about equal, then the output impedance
of the gain boosted amplifier is the output impedance of the folded cascode multiplied
by Aoy (5.10). This makes the total gain (5.11), and combining (5.6) and (5.11) results
in (5.12).

ROUtGB = Routfotded(AOGB) (5'10)
Atotal = gmlRoutfolded(AOGB) (511)
Atotal = Afolded(AoGB) (5.12)

5.1.2 Quantifying the Gain Enhancement

Very simply stated, each device has its own intrinsic gain, Ag = gmrg, and a cascode
amplifier has a gain which is the product of those two gains. The gain of the boosted
folded cascode amplifier is the product of the gains from the basic folded cascode am-
plifier and the gain of the boosting amplifier. If the gain boosting amplifiers are also
cascode structures, then gain of the gain boosted folded cascode is a function of the
MOSFET device intrinsic gmry gain raised to the fourth power Ay = Ag.

It was previously stated that to increase the gain of a single transistor from 30 to
60 dB amplifier would require a 4° increase in device area. With cascoding, the simple
act of adding a second equally sized transistor will provide the same 30 dB of gain at
the expense of only about 50mV of device saturation voltage. Further enhancing the
gain with cascoded gain boosting amplifiers will provide another 60 dB of gain with
no cost in terms of output swing reduction. For an intrinsic device with gain of about
gmrg = 30dB, the gain boosted folded cascode amplifier will have about 120dB worth

of gain using almost minimum channel length transistors (Fig. 5.1a).
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5. THE GAIN BOOSTED FOLDED CASCODE AMPLIFIER DESIGN

If the design calls for more than 120 dB, then the channel lengths can be increased
to give more gain. However, the gain boosted folded cascode amplfier gain increases
at a rate of about 24 dB per doubling of channel length instead of the 6 dB for every

doubling of the channel length of a single transistor amplifier.

5.2 Gain Booster Stability

For stability, the gain boosting ampliifiAers are designed so that their gain bandwidth
product (GBW,,) is greater than the closed loop bandwidth of the folded cascode
amplifier (BWjy,igea) (5.13), and less than the transition frequency f, (5.14) of the
corresponding cascode device which it is driving (5.15) [16] (either M3sp or M4,p from
Fig. 5.4b).

F = Feedback Factor

gmy F
BWU ed — 5.13
Jolded 27Cload ( )
gmsay
= 5.14
fTL% 2mCygss, ( )
BWioidea < GBWap,,, < fr,, (5.15)

5.3 Gain Boost Input Level Shifter

The gain boosting amplifiers are the telescopic cascode amplifiers from Fig. 5.5. Tele-
scopic cascode amplifiers consume 50% less current than a folded cascode design with
equivalent gain and bandwidth parameters. However, a telescopic design has some
severe limitations concerning the output voltage swing, and the input to output com-
mon mode voltage relationship. Considering the GB_N boost network from Fig. 5.4b,
GB_ N’s output node potential must be at least Vs, greater than its input node poten-
tial. However, looking at Fig. 5.5, GB_ N’s input devices will come out of saturation as
the output node voltage approaches and exceeds the input voltage potential.

To correct for this, GB_N’s input voltage is level shifted up to a voltage which
allows the amplifier to remain in saturation. The SC shifter in Fig. 5.6 applies a DC
offset from the drain of M2 to the input node of GB_N equal to @ minus the drain

reference bias voltage V..
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Ly v

Vemfb
2xM11 mi17a [O—J| wM17B
Vb3 L: Vb3 :l
2xM10 M16A | O—C M16B
OUT+ OUT-
IN- IN+ Cioad Vfloatn Cioad
-q M9A M9B“:)- | M15A M15B |

N
msa |O—CQ I—‘N M14A M14B }_+
OUT+ E Vioatp ] OUT-

Cload Cload

M7A Vb4 M7B I 2xM13
M6A Vb6 M6B 2xM12 }—chfb
GB_N GB_P

Figure 5.5: The gain boosting amplifiers for the P and N type cascode load networks.

L OUT+ oUT- ,

T:l Voo = Vi V3C
GB_N
out_hi_A

S0 o SC Level F® ref_hi=VDD/2
S1e-] Shifter | ¢ reflo=Vb5

out_lo_A | | 1

mze || Vb6 I M2C

Figure 5.6: The SC shifter applies a DC shift from M2’s drain to GB_ N’s input.

5.3.1 The Amount of Gain Boosting Enhancement

The level shifter schematic is given in Fig. 5.7, and it shows that in either switch

phase S0 or S1, the SC level shifter has a total capacitance across its output nodes of
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5. THE GAIN BOOSTED FOLDED CASCODE AMPLIFIER DESIGN

Csnift = Cse, + Cq4. Fig. 5.8 gives a single ended representation of the gain boosting
circuit with a half circuit of the SC level shifter. From Fig. 5.8, the feedback factor
from M3’s source to GB__N’s input is (5.16) created by the SC network and the input

parasitic capacitance giving an effective loop gain of (5.17).

ref hi S
04 :
Cscl : Cch
ref lo | | | ref lo

out_lo

out_hi

ref hi

Figure 5.7: A single channel of the SC level shifter network used in Fig. 5.6.

Rocasnss= Rocasnidea(AossFes)

Vb4 -«—
L.
M3
[ O
i out_hi out_lo E
s o g |
Ps S

Figure 5.8: The half circuit model of the N-type gain boosted cascode for determining
the feedback factor F,, (5.16).

Cse, + Cy
F.. = L 5.16
or Cscm + Cd + Opar ( )

The gain boosted amplifiers from Fig. 5.5 have an open loop gain which is given

as Ao, ;. However, when the SC level shifter is used, then the effective gain of the gain
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5.3 Gain Boost Input Level Shifter

boosting amplifier is reduced by the feedback factor.

Ao,y = Ao, F. (5.17)

GB =GB

The reduction in the gain booster’s open loop gain results in a reduction of the total
amplifier gain to (5.18).

Atotal = Apotded(Aogs FaB) (5.18)
Cpar from Fig. 5.8 is dominated by the gain booster’s input gate capacitance, and even
in the extreme case where Cper = Cye, + Cy, Fpy = %, which results in only a 6 dB
reduction in the effective open loop gain. When the SC network of Fig. 5.8 is designed

so that (5.19) is true, then the feedback factor’s impact on the overall system gain can

be minimized.

Cpar << CSC;,E + Cd (5‘19)

5.3.2 Gain Booster Network Transient Response

The SC level shifter in Fig. 5.7 uses a deglitch capacitor Cy to ensure that the gain
booster’s input gate is never floating, and it uses non-overlapping clocks to charge the
deglitch capacitor up to Vg, = refn; — refio,. The symmetric dual Sp-Cs,-S1 (and
S1-Ciep-So) networks (Fig. 5.7) are SC resistors which supply charge to Cy twice every
SC clock period Ts., and the whole network acts as a switched capacitor RC low pass
filter with an RC time constant 7 (5.20). From (5.20), Cy 4+ C¢s can be sized to meet

the system’s startup time requirements.

Gl
Cse 2
After the system’s capacitors have been sized according to (5.16), (5.19), and (5.20),

(5.20)

then the switches can be sized so that their static on resistance is small enough that
the poles which they introduce are at a high enough frequency not to interfere with the

normal operation of the amplifier.
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5. THE GAIN BOOSTED FOLDED CASCODE AMPLIFIER DESIGN

5.3.3 Gain Boosted Network Noise Current

The noise current of the gain boosted cascode can be analyzed using Fig. 5.9 which
is labeled with the input referred noise voltages of the different devices. The input

referred noise voltages of M1 and M5 are 4k:Tglm, but the input noise voltage on M4 is

s output noise voltage (5.21).

V2ins= 4kT Y:
gm; \
7Y, 0o VZni = 4kT L.
V OH%'B gmMFGBP gml
n |-@P
(@ "
Vg™ 4kT Y. nf VZins = Vouigp+ 4kT Y. Vi
Pnoise= gm1 Zin1 + gms 2\/2ip5 +(r ||r0«)
Figure 5.9: The gain boosted cascode half circuit.
nf,
V2, = AkT 2 4 qpp e ZC8e
gmy gmis Fapp
V2 — 4kT Va4 (1 + amqg 7y nfGBP) (5_21>
i gmy v 9mia Fopp

To get the noise current from M4, consider that M4 acts as a source follower, and
because its I; is set by M5, then Vi, must remain constant. If Vi, is constant, then
M4’s source voltage is equal M4’s input referred noise voltage, which means that the
output noise current from M4 is its input referred noise voltage divided by the parallel
combination of M1 and M5’s load resistances (5.22). Summing M1, M5, and M4’s noise

currents gives the total noise current for the P-side of the gain boosted folded cascode
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amplifier (5.23).

V2
Doy, = — 5 5.22
7 o, [rog)? (5.22)
V2
12, = AKT (v, gm1 + y,9ms) + — 4 (5.23)

(7“01"7'05)2
Substituting (5.21) into (5.23), and dividing by the square of gm;, will give the total

gain boosted folded cascode input referred noise voltage (5.24).

Y14 gMa "fGBP>

, ( F
A . M (5.24)
gmi Yigma v, gmagma(ro,||ros)

From (5.24), the term gmjgmy(ro, ||70,)? is Toughly one fourth of the transistor’s in-
trinsic gmrg gain squared. Even in the extreme case where the v,,gmanfep, /7,9m14F By
ratio is very poorly proportioned, gmigma(ro,||ro;)? should still be large enough to

make (5.25) true, thereby minimizing the impact of the cascode noise current source (5.26).

o)
F
14 BIM5 T T 9T OB (5.25)
Ygmi Ty gmagma(ro,lro;)
Vi = 72 (14 2200 ) (5.26)
noise gml 71 gml

5.4 Switched Capacitor Networks

To help reduce the system’s current consumption, switched capacitor networks are used
to generate the system’s dynamic bias voltages Vemp and Vaoat,, . The SC level shifter
in Fig. 5.10 generates the DC offset which biases M6’s gate to a potential which ensures
that the amplifier M1 remains in saturation, and the SC CMFB block generates the
common mode feedback voltage Vimsm

Fully differential amplifiers require a defined output common mode voltage, and the
circuit from Fig. 5.11 is used to generate the V. bias voltage. The circuit operates by
storing (Voem — Viias) across the Cy., capacitors, and then connecting the Cs., capacitors
differentially to the amplifier output nodes with the middle node Vi, applying the

corrective feedback voltage to the common mode feedback transistor [17].
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Figure 5.10: The SC level shifter is used to generate the floating cascode gate bias of the
telescopic gain boosting cascodes.
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Figure 5.11: The SC common mode feedback voltage generator.

5.5 Gain Boosted Amplifier Design Verification

The system has been designed to measure absolute pressure with the Protron-Mikrotechnik
capacitive absolute pressure sensor using a 1.2 VDC stimulation voltage at the human
body temperature of 38°C. Table 5.1 lists the design constants such as the range and res-
olution requirements, the Protron Mikrotechnik sensor parameters, supply voltage, and
parasitics capacitance of the bondpad. The sensor has nominal capacitance Cy = 6.0pF

at the absolute pressure of 1.1 atm, and a pressure sensitivity of 1.58% [3].
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5.5 Gain Boosted Amplifier Design Verification

Table 5.1: Pressure sensor system design constants.

’ Parameter Value
Temperature 38°C
ADC S/H Cap C 4.6 pF
Pressure Range 760mmHg
Resolution 0.7bmmHg
Number of ADC bits 10
Co 6.0 pF
Sensitivity 1.6pF /760mmHg
Vistim 1.2 VDC
Vouty, 24V
Chondpad 5.5 pF

With the system design constants from Table 5.1, the previously derived system
design equations, repeated here for convenience, can be used to calculate the various
system parameters and total allowed noise which will be used later for the amplifier
device sizing. Table 5.2 lists the values for Cy and €441 based on the pressure read

range and desired ADC resolution.

Table 5.2: Pressure sensor system C'y and noise.

Parameter Eq. ‘ Value
Cs,y (527) | 1.6 pF
Cy (5.28) | 800 fF
Etotal (5.29) | 1.172 mV
Cs,, = Sensor Sensitivity times Read Range (5.27)
Cs
Cy~ % (5.28)
V521 nal
€hotal = ~ 60BN TITE (5.29)

10

At this point, all of the system design constants have been declared. The remaining

tasks are:
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1. From the total allowable error, give some of the available error to noise, and some

of the error to settling using the factor SN Reytrq (5.34)

2. Calculate the maximum allowable nf based on the €2, . and Cleg (5.38).

noise

- If a realistic nf is not achievable with the given ADC sample and hold ca-
pacitance, it may be necessary to add more Cp1y or Cj to reduce the system

noise.

3. Generate a 3D plot using the device data from Fig. 5.12b and solving for (5.39)
Fig. 5.13a.

4. Limit the plot output to show only results that are less than the maximum allowed

nf, Fig. 5.13b.

5. Choose values for 14, and nj5aq which will give a good compromise of wide output

swing and input device transconductance efficiency 7g.,, -

6. Plot gm as a function of Ay (5.40) Fig. 5.12a, and select a good compromise of

values for gm and Ajg.
7. Calculate the required bias current (5.41) from the selected gm value.

8. With Fig. 5.12b, use the data as a lookup table to size all of the amplifier’s
W/L ratios according to their 7., value and the amount of bias current they are

conducting (Table 5.5).

9. Verify that the gain of the amplifier meets the required A for the settling accuracy,

and increase, or decrease, the channel lengths as necessary.
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Figure 5.12: Simulation data for choosing gm, Ay, and the W/L ratios.
a) Plot of the solution for gm vs. Ag (5.40).

b) Spectre simulation plotting the noise coefficient v and the N-type MOSFET W /L ratio
as a function of the 7y, value.
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Figure 5.13: Plots for choosing the 74, values to meet the nf requirement.
a) The 3D surface plot of the data points from Fig. 5.12b which solve (5.38).
b) The 3D surface plot only plotting the points which meet the nf requirement from (5.39).
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20,
Ag = — 5.30
cl Cf ( )
Cey C
Cog= "4 5.31
a Ceqa + Oeqb " poly ( )
Cy
F o C + 2 (2CD+Cpa,r1)(QCO+Cpar2) (532>
f (200+0par1)+(200+0pa7‘2)
C
Cr=Cug— - (1= F) (5.33)
‘/:927, nal
Egmise = 6402*N+gl476;T;;REItTa (5.34)
10
SNRF(AC ra
noise fraction = 10_< 15" ) (5.35)
_ ( SNReztra )
€settling = Ctotalpp <1 — 10 10 > (5.36)
Cl e kT’Yin nf CeqF (5 37)
E?wiseF2 Ceq - kT’Ylnf
2 F
nf= Fnoise (5.38)
1 1
k‘T’Yl <CeqF + Cleﬁ>
nf=1+3 (ngld> (5.39)
Y1Ngmy
4 Cieprfse 1
gm1 — —l%‘ﬁf]_n (€settlmg - M) (540)
gmi
I = 5.41
dai ngmi ( )
gmi
GBW = 5.42
2m2C e ( )
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5.5 Gain Boosted Amplifier Design Verification

5.5.1 Amplifier Design Verification

Three different designs have been created with the Cadence Design Framework using the
UMC 130nm technology, and the design variables are listed in Table 5.3. The amplifiers
are designed using Cadence Design Framework II, and simulated with Spectre circuit
simulator. DC simulations are used to fine tune the transistor dimensions until they
have the desired 7y, values. Then, two different analyses, the AC and the pss/pnoise
analyses, are performed on each of the three amplifiers. The ac analysis is used to
find the amplifier’s gain bandwidth product, and the pss/pnoise is used to verify the
V2

oiser. OF the circuit.

Table 5.3: CDS system design values.

fse 4ksps 40ksps 400ksps
Cys 100fF | 500fF 1.5pF
Ceq (5.31) | 7.58pF | 7.79pF | 8.3pF
F (5.32) | 0.0537 | 0.0515% | 0.0483%
Clefy (5.33) | 4.98pF | 4.98pF | 4.99pF
SNReytra (5.34) | 22dB | 2.1dB | 2.1dB
€noise (5.34) | 522 uV | 529uV | 529 pV
Esettling (5.36) | 452 puV | 436uV | 420u pV
ooz (5.38) | 3.62 3.60 2.69
gm, .., (5.40) | 11.6 uS | 120 S | 1.282 m$S
Omin (5.40) | 92.4dB | 93.0dB | 98.9dB
Ngm:, Fig. 5.13b | 28 28 25
v,.,  Fig. 5.12b | 0.35 0.35 0.45
Ngmueas Fig. 5.13b | 14 14 14
Yiws Fig. 5.12b | 0.6 0.6 0.6
Ay Fig. 5.12a | 102dB | 102dB | 102dB
gm  Fig.5.12a | 12.3uS | 126 uS | 1.364mS
I; (5.41) | 440 nA | 4.29 pA | 48.8 puA

The three amplifiers were simulated using the exact device 7y, and I values listed
in Table 5.3 without any further optimizations, and the pss/pnoise simulation were
performed as per the guidelines documented in [9]. The result of the simulations verify

the validity of this design methodology over 3 decades of sample frequency. The noise
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5. THE GAIN BOOSTED FOLDED CASCODE AMPLIFIER DESIGN

simulation results listed in Table 5.4 show a very high degree of correlation between
what the calculated bandwidth and noise voltage should be, and what the simulated
bandwidth and noise should be.

Table 5.4: Spectre noise analysis simulation results.

fsc 4 kHz 40 kHz 400 kHz

GBW (5.42) | 196 kHz | 2.013MHz | 21.79 MHz
GBW  simulation | 212.5 kHz | 2.086 MHz | 22.32 MHz
€noise s (5.34) | 522 Vs | 529 1Viems | 529 ptVims
V2 simulation | 487 pVims | 507 tWVims | 547 1tVims

NotS€rms

5.6 Final Amplifier Design

For this system, the medical implant design specifications require an amplifier with a
thermal noise factor nf less than or equal to 3.6. The amplifier will have a feedback
factor of F' = %, and it will be driving a differential effective load capacitance Clep
of 5pF. The amplifier has dynamic settling requirements of € = 0.025% and t; = 125us,
and the static settling requires a DC gain greater than 102 dB over an output voltage
swing of £850mV.

The 4 kHz column from Table 5.3 lists the values which are used for designing this
system’s amplifier with only one slight adjustment. Instead of 440nA bias current, the
bias current has been overdesigned up to 480nA. This was done for peace of mind that
the system will meet the noise requirements.

Table 5.5 lists the 74, values which have been chosen for the each of the design’s
MOSFET devices, the device drain current, and the required W/L ratios as given by
Fig. 5.12b.

The amplifier is a switched capacitor design performing correlated double sampling
for 1/ f noise rejection. The switching period is 125us for each half cycle, so the switch-

ing frequency is (5.43).
1

T 2% 125us
The amplifier’s low frequency noise rejection has a high pass cutoff frequency of (5.44) [10].

fse = 4kHz (5.43)

It is important that the 1/f noise corner occurs at a lower frequency than (5.44) to en-
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5.6 Final Amplifier Design

Table 5.5: Device transistor 74, values, the device drain current, and the device % values

normalized to the device current.

Transistor | Type Ngm 14 % 1,ITdA
M1 N-type | 28 V=1 | 480nA | 8.0
M2 N-type | 14 V=1 | 480nA | 0.15
M3 N-type | 25 V=1 | 480nA | 2.0
M4 P-type | 22 V=1 | 480nA | 4.5
M5 P-type | 14 V=1 | 960nA | 0.75
M6 N-type | 14 V=1 | 40nA | 0.0125
M7 N-type | 25 V=1 | 40nA | 0.17
M8 P-type | 22 V=1 | 40nA | 0.38
M9 P-type | 28 V=1 | 40nA 7.2
M10 P-type | 22 V=1 | 40nA | 0.38
M11 P-type | 14 V=1 | 40nA | 0.06
M12 N-type | 14 V=1 | 40nA | 0.0125
M13 N-type | 25 V=1 | 40nA | 0.17
M14 N-type | 28 V=1 | 40nA | 0.67
M15 N-type | 25 V=1 | 40nA | 0.17
M16 P-type | 22 V=1 | 40nA | 0.38
M17 P-type | 14 V=1 | 40nA | 0.06
M18 N-type | 14 V=1 | 80nA | 0.025
M19 N-type | 25 V=1 | 80nA | 0.34
M20 P-type | 22 V=1 | 80nA | 0.76
M21 P-type | 14 V=1 | 80nA | 0.12

sure proper flicker noise rejection. The bandwidth of the amplifier, as determined by

its effective impedance and its transconductance, is (5.45).

fi = 0.3fs = 1.2kH> (5.44)
F
fo= 2T 105 kHz (5.45)
27 Cepr
2 s
h= <NEB<f (5.46)
T

Each device of the gain boosted amplifier has been sized to fit the % ratios given

in Table 5.5. Starting with a 500nm channel length, while maintaining constant 7y,
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values, the channel lengths are increased until the OTA gain is greater than 102 dB
over the +850mV output voltage swing, Fig 5.16. One the gain has been achieved, if
the flicker noise corner of the amplifier is still greater than the allowed cutoff frequency,
then the input device and load area can be scaled even further until the 1/ f noise corner
is low enough to be rejected by the correlated double sample action of the switched cap

design.

5.7 Simulation Results

The amplifier has been designed to meet the settling time and bandwidth requirements
set forth by the medical implant. The schematics are assembled using Cadence Design
Framework II, and Spectre simulations are used to verify its small and large signal
performance. The gain boosted folded cascode amplifier is simulated using the test
schematic from Fig. 5.14, which has an effective differential output impedance of 5 pF,

and a feedfack factor of 2—10.

Cf=800fF

Cin=12pF |

]
Vin @ Cpar=1.6pF —— Cl=4.6pF
]
Cin=12pF |

Cf=800fF

Figure 5.14: The test schematic used to perform simulations on the boosted folded

cascode amplifier.

The AC simulations in Fig. 5.15 show that the amplifier has an open loop DC gain
of a little more than 150 dB, and the closed loop 3 dB cut off frequency is a little bit
more than 10 kHz as calculated by (5.45).

Fig. 5.16 gives the open loop DC gain over the amplifier’s output voltage range.
The plot shows that over the required £850mV output voltage swing, the amplifier can
deliver > 114dB of open loop DC gain.

Fig. 5.17 shows the step response of the amplifier under load and no load conditions.

Considering stability, there is no ringing present in the non loaded response. In regards
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Figure 5.15: Spectre AC sweep simulation results that shows that the total output gain
is roughly the product of the folded cascode amplifier open loop gain, and the average open
loop gain of the two gain boosting amplifiers as predicted by (5.12).
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Figure 5.16: Spectre DC sweep simulation results showing the large signal DC gain over
the whole output voltage swing.
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to the accuracy and settling time, the step response verifies that the amplifier settles to
the required output voltage in the 125us of time which it is given to settle.
0.9
0.8¢

= F=1/20, CI=0
= [ =1/20, CI=4.6pF |q

0.7}
0.6
0.5-

Vout

0.4+
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0
-0.10

100 200 300
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Figure 5.17: Spectre AC simulation showing the amplifier’s step response for a load and

no load configuration.
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Analog to Digital Signal Conversion

For this design, a lot of attention has been given to the noise analysis of the active
electronics, but noise is not the only source of pressure measurement error. Even in
low power designs, as the system clock switches gates of the digital section of a mixed
signal design, several millivolts to tens of millivolts of ripple voltage interference from
the other device electronics can be injected onto the sensitive analog electronics. If this
interference is not handled, it can have a devastating effect on a 10 bit ADC operating
with a 1.2 VDC supply where each LSB is only a couple of millivolts of resolution.
This unwanted interference is present everywhere inside the chip, and this brings about
two conditions; there is nowhere on the chip that this switching interference will not
be present, and because this interference is everywhere, its effect is generally common
mode to the surrounding electronics.

It could be very costly, in terms of power and area, to try to totally eliminate
these effects. However, the common mode nature of the interference can be exploited to
design a system which is relatively unaffected by the interference. The active electronics
of the signal conditioning chain have already been designed using a fully differential
architecture, so the task is to construct an ADC which is also fully differential. The
ADC architecture which was used for this design is heavily based on the ADC design
from [18], and it is a fully differential architecture from input to output.

Section 6.1 will describe the design of the ADC charge redistribution capacitor array,
and the unit cell capacitors which make up the binary weighted capacitor array. This
section will describe how the unit cell capacitor has been designed to reduce the effects

of EM interference and bottom plate capacitance [19], and Section 6.2 will describe how
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6. ANALOG TO DIGITAL SIGNAL CONVERSION

the unit cell’s physical size has been selected to minimize mismatch error. Section 6.3
will describe the operation of the ADC. The ADC’s capacitive charge redistribution
blocks will be described, and the method which the charge is redistributed from from
one capacitor stage to the next is explained. Section 6.4 will describe the comparator

block and the method which is used to perform the comparator input offset cancellation.

6.1 ADC Unit Cell Capacitor

To achieve good matching between different array capacitors, a unit capacitor is used
to generate each of the ADC capacitors. The idea is to create the larger capacitors
of the array with multiples of the smaller capacitors in an attempt to promote better
accuracy in creating capacitors which are integer multiples of each other. The 130nm
CMOS process used to fabricate this integrated circuit has 8 layers of metal available,
and the ADC’s unit capacitor cell uses 5 of these metal layers in its construction. A
metal-oxide-metal capacitor, or a MOM-cap, behaves like a vertical plate capacitor [20],
and the custom designed MOM-cap unit capacitor has been built specifically for this
fully differential ADC architecture with the purpose of ensuring good matching while
also helping to reduce the overall ADC area requirements. The minimum sized capacitor
is made up of 4 unit cells so that they can be evenly placed into 4 quadrants using
common centroid layout techniques. The unit cell in Figs. 6.1a and 6.1b is a custom
designed MOM cap which has been wrapped in a Faraday cage placed symmetrically
around the MOM-cap plates.

The purpose for the shielding around the unit cell capacitor plates is not to eliminate
the bottom plate parasitic capacitance, but to incorporate the parasitics as part of the
unit cell. The parasitic capacitance from the MOM cap plates to ground helps to prevent
the plate potentials from floating beyond the power supply potentials. Also, because
the parasitics are equal for both the top and the bottom plates, and from one unit
cell to the other, then the parasitic capacitance presents itself as simply a little extra
differential capacitance. The shielding around the MOM cap plates protects the unit
cell capacitors from external interference. With the shielding in place, it is very easy
to place the charge sharing and comparator electronics beneath the array of capacitors

Fig. 6.2 without interfering with the ADC charge distribution array.
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6.2 ADC Unit Cell Mismatch

Figure 6.1: The fully differential ADC unit cell capacitor.
a) The unit capacitive MOM-cap surrounded in a Faraday cage for noise immunity (the

top shield layer is removed for display).
b) The unit cell cross section showing how the parasitic bottom plate capacitance is simply

just a little added differential capacitance.

c¢) The unit cell equivalent circuit.
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Figure 6.2: The complete layout of the ADC showing how the active electronics are
placed underneath the ADC capacitor array.

6.2 ADC Unit Cell Mismatch

In analog CMOS design, there are different types of device mismatch variation. Some of
the types of variation are lot to lot, wafer to wafer, and chip to chip, and these process
variations come mostly from variations in metal layer and the oxide layer thicknesses.
For the MOM caps which are located in the metalization layers, the variance in layer
thicknesses are a direct result of the CMOS chip planarization chemical mechanical

polishing process (CMP) [11], and as such can be considered to be constant on scales
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within the area limits of the IC. These process variations which occur on a chip to chip
scale or larger are not so detrimental for the ADC design because the ADC conversion
process is performed by distributing charge between an array of capacitors which are
simply integer ratios of each other. Aslong as the thickness variation is equally applied
to all of the capacitors of the array, then precise capacitance ratios will be maintained.

The other source of mismatch is the on chip mismatch from one device to the other.
The Pelgrom mismatch model, 6.1 [21], even though it was developed to describe the
variation of MOSFET mismatch, can be used to gain an understanding of the mismatch
characteristics of the MOM cap. The main idea behind the Pelgrom model is that
the random mismatch is reduced as the devices are made larger, and increased as the
separation distance is increased.

o2(B) _ A%
32 T WL

+S3D° (6.1)

In (6.1), 02 is the variance of the capacitive mismatch between two capacitors, and 3 can
be equated as the capacitance per feature size. On the right hand side, W L is the width
and length capacitor area, D is the distance between the capacitors, and A% and 5’2, are
the process related mismatch constants which are measured by the chip foundry for the
particular CMOS technology. According to 6.1, the general method for reducing the

random mismatch is to increase the device area and to reduce the separation distance.

6.2.1 ADC Unit Cell Distance Mismatch

The variance caused by separation, is, to the first order, caused by linear gradients
during any of the applied processing steps. These gradients can come from several
sources such as pressure, temperature, or planarization effects to name just a few.
One method for handling linear mismatch to is split each ADC unit capacitor into
four unit cells, and to lay the capacitors out in a common centroid arrangement. The
ADC’s charge redistribution capacitor array is shown in Fig. 6.3. The common centroid
configuration puts the physical center of each capacitor in the same location, which
means that, to the first order, the distance mismatch effects are theoretically reduced
to zero.

The innermost groupings of the capacitors in Fig. 6.3 belong to the least significant

bits, getting progressively more significant towards the outer rings. The outermost ring
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Figure 6.3: The common centroid layout of the ADC capacitor array with an outer ring
of dummy cell capacitors. Each color corresponds to one capacitor from the ADC capacitor
array, and each capacitor has equal capacitance in each of the four quadrants of the array.

in Fig. 6.3 is not part of the charge redistribution array. Its function is to reduce the
device mismatch which can be caused by the chemical mechanical polishing when the
metal density on one side of a critical device is not the same as the metal density on
the other side of the device (Fig. 6.4). Placing the non-critical metal structures around
the capacitor array helps to avoid this source of mismatch, and the added capacitors

themselves can be used for improved AC decoupling.

Oxide

Figure 6.4: Different metal/oxide density ratios can cause thickness gradients during the
CMP process.

6.2.2 ADC Unit Cell Mismatch from Device Area

Because the unit cells are custom made for this project, it would be possible to save chip
area by making them as small as possible, but, according to (6.1), this would increase
the random mismatch cause by the smaller device area. This random mismatch can
come from several different sources. Every system has some amount of random noise,

and because the manufacturing process is performed using several different electrical
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and mechanical systems, there is randomness in the final manufactured product. The
result is that the finished product does not look exactly as it looked on the computer
screen in the CAD design program. In the layout environment, the various structures
are displayed on the computer screen with nice straight edges and 90° corners, but what
actually gets manufactured are structures with some degree of random edge roughness
like in Fig. 6.5.

Figure 6.5: Comparison of the appearance of the MOM cap fingers in the layout envi-
ronment with nice straight edges and 90° corners, and what they look like after fabrication
with random edge roughness.

This edge roughness causes a random deviation in the capacitor electrode plate
separation which in turns causes a random deviation in the capacitance per unit area.
This random deviation in the capacitance is a real problem for the SAR ADC because
the accuracy of the conversion is dependent on the accuracy of the capacitor ratios.
Increasing the length of the MOM cap fingers, which is in essence the act of increasing
the capacitor size, will act to average out the edge roughness thereby decreasing the
random variation from one capacitor to the next. If the unit cells are made large enough,
then the variance caused by the edge roughness will be reduced to a value less than the
dynamic range of the ADC.

To determine how large the capacitor needs to be, it would usually be possible to
run a Monte Carlo mismatch analysis on the capacitor, and the designer could choose
the unit cell capacitor which results in an array mismatch standard deviation to ar-
ray capacitance less than 1/2 LSB. The manufacturing foundry provides Monte Carlo
simulation model files for the devices which are available for their standard library. Un-
fortunately, the capacitor used in this ADC is a custom made cell, and the foundry’s
model file is not designed for a MOM cap which has fingers only on metal layers M4
through M6. Luckily, it is possible to take the foundry’s Monte Carlo model file, de-
compose it into the information which is relevant for the individual metal layers, and

to plot the mismatch information for only the metal layers which are in use.
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The Spectre Monte Carlo model file is simply a series of functions which take a
few design variables such as MOM cap finger length, number of fingers, and a few
different process related constants, and returns a capacitance which is the sum of the
ideal capacitor plus the mismatch capacitance. Monte Carlo simulations of complex
circuits are handled well in the Cadence environment, but the Monte Carlo analysis of
a single unit cell capacitor is a very simple analysis, and the overhead of a complete
simulation in Cadence can cost a lot of time. The amount of time per simulation might
only be 1 or 2 seconds, but a good Monte Carlo analysis might need several hundred to
several thousand runs to generate an accurate Gaussian distribution. Performing this
analysis with a technical computing software package can save an enormous amount of
time compared to performing the analysis in a Cadence environment.

One such technical computing software package is Matlab, and, because the Spectre
file is just a series of formulas written in script language, it is fairly trivial to adapt
the Spectre model file to a Matlab M-file. Matlab has several built in functions which
allows it to perform Gaussian distribution analyses on a set of functions with very little
overhead. In Cadence, the simulator will run a full simulation on the circuit for each
Gaussian distributed mismatched capacitance value, and only when all of the simula-
tions are complete does the designer have access to the simulation results and the list of
mismatched capacitors. For the purpose of determining the standard deviation of the
capacitance cell mismatch, the only information necessary is the Gaussian distributed
list of mismatched capacitors making all of the time spent performing the full schematic
analysis unnecessary.

Table 6.1 shows a comparison of the time spent in Matlab versus Cadence for finding
the standard deviation of the mismatched capacitor values. The Cadence Monte Carlo
simulation takes about 3 hours to run one 10,000 point normal distribution simulation
on 1 capacitor (roughly 1 simulation per second). On the other hand, Matlab can
create a 50,000 point Gaussian distribution, and run that 50,000 point simulation on
2,500 different cells (equivalent to running 125,000,000 Cadence simulations) in about

30 seconds.

6.2.3 Sizing the ADC Unit Cell

The reason for wanting to characterize the mismatch distribution is to get an idea of

how large the unit cell needs to be to reduce conversion error accuracy to an acceptable
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Table 6.1: Monte Carlo vs. Matlab simulation comparison.

Simulation Number of Number of normally | Number of | Time to
Environment | cells simulated | distributed points Simulations | completion
Cadence 1 10,000 10,000 ~3 hours
Matlab 2500 50,000 125,000,000 | ~30 sec.

level. There has been significant work investigating the ability to compensate for the
mismatch between SAR ADC capacitors [22, 23, 24], usually using some form of post
manufacturing capacitance trimming or using extra active electronics. But this work
does not employ any post trimming or added electronics to ensure accuracy. Therefore,
the unit cells must be sized large enough to ensure an acceptable yield of 10 bit ADC
capacitor arrays. Equations (6.2) and (6.3) return the expected number of integral
nonlinearity (INL) error bits and differential nonlinearity error bits [11] as a function
of the number of cells times the ratio of standard mismatch deviation to individual cell
size under worst case conditions where all of the cells with mismatch of one polarity
belong to the S/H capacitor, and all of the cells with opposite polarity mismatch belong

to the rest of the capacitor array.

IN Lyjps = 2071 <|A0’max> (6.2)
Ccell
A
C’cell

N is the number of ADC bits, |AC|

Ceenl is the nominal capacitance of the unit cell. If the value used for |AC|,, in (6.2)

max 15 the maximum deviation per unit cell, and
and (6.3) is 3 times the standard deviation of mismatch, o, then the calculated number
of error bits would be valid for about 99% of the capacitor arrays.

To use the Spectre Monte Carlo file provided by the foundry to generate mismatch
data, there are a couple of rules that needed to be followed. The function variables
for calling the Monte Carlo file are the number of MOM-cap fingers, the length of each
finger, and 1 single point from a random sample of points normally distributed with zero
mean and standard deviation equal to 1. Based on the finger length and the number
of fingers, the Monte Carlo file determines the capacitor’s length, L, and width, W,

with the requirement that each metal finger has a width of 200nm, and a finger to
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6.2 ADC Unit Cell Mismatch

finger separation of 200nm. This ADC’s cell capacitor is designed to follow this sizing
convention so that the results from the Monte Carlo analysis will be valid.

The Monte Carlo function is called with the number of fingers, the finger length, and
a single point from a normal distribution of random points, and the function call returns
a single capacitance value which is the ideal capacitance plus some value of Gaussian
normal distributed mismatch. Calling the Monte Carlo function for all of the points
of the random distribution results in a collection of randomly mismatched capacitors,
which have a mean value equal to the ideal value, and a standard deviation, o.

The plots in Fig. 6.6 solve (6.2) and (6.3) for the number of error bits versus the

capacitor size. The lines which are plotted are the solutions for setting |AC| equal

max
to different levels of ADC mismatch standard deviation o. As the plot shows, reducing
the allowed |AC|,,,, mismatch to ever smaller values of o results in less and less error
bits, but this comes with the cost of much reduced process yield. For ¢ = 0.1, under
the worst case capacitor mismatch distribution, only about 8%, or 1 out of 12, of the

manufactured capacitor arrays would have an INL<1 bit and a DNL<2 bits.

eviation = 0.50 B

INL error bits
DNL error bits

} \dewatlon O10| - 5 N \dewatlon 010\

- B
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
Capacitance (fF) Capacitance (fF)

Figure 6.6: Matlab simulations of the Spectre Monte Carlo model file solving (6.2)
and (6.3) with the mismatch value |AC|
mismatch from the ideal mean capacitor value.

max Peing allowed progressively less deviation

The plots in Fig. 6.6 shows that the accuracy increases with increasing capacitor size,
until the increasing capacitor size starts to make the separation between the capacitors
the dominating factor in the mismatch calculation. This behavior is in accordance
with the Pelgrom mismatch model (6.1), but it does not take into account the common

centroid layout method which was employed to reduce the distance mismatch effects.
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Unfortunately, there is no variable in the Spectre Monte Carlo file which can be set to
tell the simulator not to include the distance error in the mismatch calculation, so the
error still shows itself in the simulation results (the part of the plot where the error bits
start to increase despite the increasing capacitor size). The common centroid layout
does help to reduce the effects of the distance related mismatch, and the design process
has proceeded with the assumption that the mismatch error continues to reduce for at
least a few more tens of femtofarads.

The plot in Fig. 6.6b show that only a very small percentage of the capacitor arrays
from an entire process run would have less than one DNL bit of error, perhaps only
devices which fall within 0.01c of the ideal mean. A yield of just 1 chip out of 1000
is just too small, even for this medical implant where small size is considered more
important than yield. So a method for decreasing the mismatch was implemented with
the intention of not increasing the power consumption or the chip size.

The calculation for maximum INL and DNL (6.2) (6.3) comes from the idea that
each unit cell will have some random deviation from the ideal value, and the maximum
possible error is caused by the size ratio of the of the S/H capacitor to the rest of the
capacitor array. The method used to try to reduce the matching error is to use an ADC
capacitor array with a smaller S/H capacitor to capacitive array ratio. By reducing
the ratio, then the mismatch error will be summed over fewer capacitors, resulting in a
smaller total mismatch error. For this design, the ratio of the S/H capacitor to the LSB
capacitor is not 2/2° = 512, as is common for a 10 bit SAR ADC. Instead, the ADC S/H
to LSB capacitor ratio is 2°/2° = 32 unit capacitors (Fig. 6.11). The 6 LSB capacitors
are all equally sized capacitors with the 5 LSB capacitors employing a method of charge
sharing (the charge sharing is explained in Section 6.3.2). By using this method of charge
sharing, the 5 LSB capacitors still contribute binary weighted amounts of charge, but
the signal is sampled onto a 32C MSB capacitor, and the reference charge is sampled
onto a (16 +8+4+2+ 1+ 1)C = 32C capacitor array. Because the mismatch error is
summed up for only 32 capacitors instead of 512 capacitors, the amount of accumulated
error is only about 1/16 the amount as before. By reducing the number of unit cells in
the S/H capacitor, not only is the overall size of the capacitor array greatly reduced,
but the summation of the random mismatch capacitance is reduced to 1/16 the amount

as before.
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Figure 6.7: Matlab simulations of the Spectre Monte Carlo model file solving (6.2)
and (6.3). The INL and DNL is for the implemented charge sharing capacitor array where
the S/H capacitor is only 32x the size of the LSB capacitor.

The simulation results for the smaller count S/H capacitor is given in Fig. 6.7. For
this design, only the capacitor arrays which fall within 0.40 (the trace second from the
top) of the ideal value will, according to (6.2) and (6.3), have DNL errors which are less
than 0.5 LSB. This is a yield of only about 30%, but because this system is for a medical
implant, small size has been given higher priority than high yield. Also, this 30% yield
is itself a worst case scenario yield because (6.2) and (6.3) return the worst case INL
and DNL errors. These worst case INL and DNL errors would occur only when every
single unit cell capacitor which has a positive (or negative) AC belongs to the S/H
capacitor, and all of the rest of the unit cells which have an opposite sign of mismatch
belong to the rest of the array. This situation is itself not a random distribution, and
the more probable distribution where the positive and negative mismatched capacitors
are randomly spaced throughout the array will result in INL and DNL errors which are
smaller than the worst case distribution that (6.2) and (6.3) solve.

The final size chosen for the ADC capacitor array unit capacitor value is 120fF.
Under the worst case mismatch distribution, capacitor arrays where the mismatch stan-
dard deviation is about 0.450 of the ideal mean value will have an INL of about 0.3 bits,

and a DNL of about 0.5 bits.
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6.3 Passive Fully Differential ADC Conversion

The implant’s ADC is fully differential from input to output, and its charge redistribu-
tion routine is based on the design from [18]. One aspect of this capacitance to digital
conversion system which can be exploited is the fact that the output voltage of the final
pressure to analog voltage conversion is simply the product of the stimulation voltage,
the sensor transfer function, and the OTA closed loop gain.

Cs
Vout = Vstim (C+2CO> Acly

Because the pressure to analog conversion output is a ratiometric conversion from the
stimulation voltage, there is no need to generate an accurate reference voltage generator
for the ADC conversion. Instead, the best reference for the ADC conversion is the actual
stimulation voltage which was used to generate the pressure sample.

During switch phase S1, the ADC samples the CDC conversion result from the
OTA onto the top and bottom rails, and the reference potential gets sampled onto
the ADC charge redistribution capacitor array at Vrgr£. During phase S0, the ADC
is electrically disconnected from the rest of the CDC system, and the ADC conversion
takes place entirely during CDC switch phase SO. There are no timing conflicts between
the CDC and ADC during phase SO because the CDC is running at 4 kHz which means
it remains in phase SO for 125us, and the 10 bit ADC clock is running at 500 kHz
which means it only needs about 20us to do a complete conversion. As the conversion
progresses, each successive ADC capacitor either adds or subtracts charge from the
ADC rail potentials until the final differential voltage across the top and bottom rail is

Zero.

6.3.1 The Charge Redistribution Block

The charge redistribution block of the ADC, shown in Figure 6.9a, uses a system of
switches to control the charge redistribution of the ADC binary weighted capacitor
array as the conversion progresses. Fig. 6.9b shows how during the S1 switch phase, the
capacitance to analog signal conversion output from the OTA is sampled onto the ADC
sample and hold (S/H) capacitor Vgam.=£, and how the stimulation voltage is applied
directly from the capacitor bridge to the ADC capacitor array at nodes Vigp+. When

Viup, Vawn, and rst are all open, the ADC capacitor is essentially a floating packet of
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Figure 6.8: The SAR charge redistribution switching array showing the charge redistri-
bution block with LSB charge sharing structures [18].

charge ) = C'Vrep4 waiting to be added to or subtracted from the charge on the 32C

S/H capacitor.
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Figure 6.9: The ADC capacitor charge redistribution block.
a) The generic charge redistribution block.
b) The MSB stage charge redistribution block.
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Fach block of the ADC charge redistribution array in Fig. 6.8 operates as follows:

e During switch phase S1, the CDC conversion result is sampled onto the S/H

capacitor, rst is closed sampling the reference onto the ADC capacitor, and V;p

and Vi are open.

e Next, during switch phase S0, the phase where the rest of the CDC system is

resetting itself, S1 and rst are opened, and the ADC conversion commences.
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e The comparator determines the polarity across Vrap £, and closes stage 9’s either

Vap or Viwn switches to add or subtract charge from the S/H capacitor.

e The total rail capacitance is now
CraL = 48C,

the total charge is
QramL = C(32Vin = 16VREr),

and the voltage across the rails is

QraiL _ 32Vip £ 16VREr

VRALE = —
HAIL CRraI1L 48

e The comparator makes a decision for the Vram, £ polarity and switches stage 8

accordingly. After the stage 8 charge redistribution, the voltage across the rails is

Vit — QrATL _ 32Vin & 16VREr £ 8VREF
CRraAL 56

e The process is repeated through the rest of the ADC capacitors in successive order

until Veam® = 0 (Fig. 6.10).

Figure 6.10 shows the post layout simulation results of an ADC conversion. As
the ADC conversion progresses, the ADC rails VygaL and Vygrai. are step by step

brought closer to each other as their differential voltage is steadily reduced to zero.

6.3.2 ADC Capacitor Array LSB Charge Sharing

Charge sharing among the 5 LSBs of the ADC capacitor array has been implemented
for a couple of different reasons. It was stated earlier that using charge sharing among
the 4 LSBs helps to improve the INL and DNL performance by reducing the amount
of accumulated random error. A larger LSB capacitor is desirable because according
to [21] (6.1), the random mismatch attributable to the device area gets smaller as
the area increases. There is another reason to try to reduce the MSB/LSB size ratio.
The standard design of an N-bit SAR ADC calls for an MSB/LSB ratio of 29/2° =
512 [11]. Even with a 20fF LSB, which would have horrible random mismatch properties
(Fig. 6.6b), the MSB would be greater than 10pF which is more than twice the required
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Figure 6.10: Spectre post layout simulation results from a single ADC conversion. With

each step of the ADC conversion, the differential voltage gets closer to having 0VDC

differential voltage across the outputs.

capacitance necessary for the OTA amplifier to meet its noise requirements which would

require more than twice as much power per CDC channel.

The 5 LSB capacitors (stages 5 through 1) plus 1 dummy capacitor (stage 0) are

equal in size, and charge sharing is performed between the 4 LSBs and the dummy

capacitor as follows [18]

1.

During rst, the stage 9 through stage 4 ADC capacitors are reset to the reference
voltage, and the stage 3 through stage 0 ADC capacitors are cleared of any stored

charge.

After rst is released, stage 5 and stage 4 each have @Q = C'Vier charge stored on
their plates.

As the comparator is clocking the stage 9 decision, Share3 is closed, and the
Stage 4 and Stage 3 capacitors are shorted together giving each capacitor C'Vies/2

of charge.

On the next comparator decision, Share3 is opened, leaving C'V,ef/2 of charge on

stage 4 and stage 3, and share2 is closed.

. With the stage 3 and stage 2 ADC caps shorted together, the C'Vier/2 charge from

stage 3 is evenly divided between stage 3 and stage 2 into C'Vie/4.
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6. This process is repeated through to stage 0 resulting in a binary weighting of
charge across the entire capacitor array, while maintaining a more easily achieved

32x ratio between the MSB S/H and LSB capacitor.

Stage 3 Stage 2 Stage 1 Stage 0

.t 1 L

Comparator
Share2 Share1 Share0
d e ‘e
‘ _LC RS ¢ _Lc L
T NT o [NT L [T
e Vup 3 Vup 3 Vup 3 Vup
Vdwn Vdwn Vdwn Vdwn
A oA Lo B

Reset Reset

I I B I

Figure 6.11: The charge sharing blocks of the ADC Charge redistribution switching array.

6.4 Comparator with Offset Cancellation

The comparator block for the ADC uses a fully differential preamplifier with input offset

voltage compensation followed by a clocked regenerative latch comparator, followed by

a static SR latch (Figure 6.12).

VRA||:+ ~ Buffer with Offset Cancellation
{ 7 SR Latch
Comp Trim _'F S Q
R Q
Clocked
o )\ Comparator
VRAIL-

Figure 6.12: The comparator block of the ADC with: the comparator trimmer routine
input shorting switches, the input buffer with integrated current steering offset calibration

current sources, and the clocked comparator with the SR latch output.

6.4.1 The Comparator Preamplifier

The main purpose for the preamplifier is not to apply gain to the signal from the ca-
pacitor array. Instead, its main purpose is to reduce the comparator kick-back effect by

providing a linear, differential, low output impedance signal to the clocked comparator.
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6.4 Comparator with Offset Cancellation

As the comparator is clocked, there can be a significant amount of charge injected onto
the comparator inputs from the Cyy capacitance of the comparator’s input devices [25].
This flow of charge over the relatively short rise time of the comparator clock causes
large voltage spikes even across a low impedance, and these spikes become quite unman-
ageable if the impedance is large. Driving the comparator with a low output impedance
buffer will help to keep the voltage spikes from the kick-back current from exceeding
the supply rail potentials.

T

IN- IN+ IN- IN+

o| |c> -o| w1 W2 I:)-
L1 L2

OUT:

OUE-

Figure 6.13: The comparator preamplifier buffer schematic with the adjustable tail cur-

rent sources for the comparator offset trimming.

The reason for wanting a linear differential output impedance is because the charge
kick-back voltage jump cannot be totally eliminated by the buffer, therefore it is impor-
tant that the voltage jump not interfere with the comparator decision. The charge which
is being kicked back by the comparator is a fairly common mode charge injection, and if
this common mode charge is injected onto two loads which are of equal impedance, and
linear by nature, then the differential voltage across the two input nodes will remain
unchanged even though the common mode voltage takes a jump. Fig. 6.14b shows that
even with a very small differential voltage, the polarity remains unchanged even though
the common mode is significantly affected. For this reason, the amplifier’s load in Fig-
ure 6.15 is implemented using poly resistors rather than MOSFET devices because of

their linear j—{, relationship.
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Figure 6.14: The comparator preamplifier buffer kick-back reduction.

a) The comparator overdrive recovery simulation for when the input steps from very large
negative voltage to very small positive 500uVDC.

b) The zoomed in view of the kick-back onto the comparator inputs. The inputs make a

common mode jump, but the differential voltage remains constant.

For this design, the amplifier outputs are directly coupled to the clocked compara-
tor’s N-type MOSFET input devices, Fig. 6.12. To ensure that the comparator input
devices are operating in strong inversion, Fig. 6.17, the buffer output voltages should
be at least 100mV greater than the N-type threshold voltage of about 300mV. To get
400mV across the passive resistor output loads, the system will need either very large
output impedance, which would consume a lot of chip space and defeat the purpose of
have the amp for a low output impedance, or it will need a large amount of current
flow.

The load resistors which were chosen for the buffer output impedance are 300kQ,
and the bias current was chosen as 320nA. The bias current of 320nA gives a gm of
about 7uS, which gives an Ag = gmRy gain of about 2 V/V, but it only gives about
100mV of drop across each resistor. To increase the common mode output voltage of
the amplifier, the resistor bottoms are wired together and diode connected to ground,
Fig. 6.13. Wiring the bottoms together ensures that the amplifier output load impedance
is differential, and the diode serves to make sure that the resistor bottom potential is
about Vi,. The 100mV drop across the load resistor, plus the Vi, drop across the diode
connected MOSFET ensures that the gate potential on the comparator inputs are about

Vi +100mV.

90



6.4 Comparator with Offset Cancellation

6.4.2 Comparator Input Offset Cancellation

The fully differential 10 bit ADC should be able to resolve the sampled signal down
to about 2mV of resolution, but it is difficult to design an amplifier with only 2mV of
input offset voltage. On top of this, the comparator itself also has input referred offset
voltage which will further degrade the ADC conversion accuracy.

To get very low offset voltage from an amplifier, all devices need to be very closely
matched, especially the input devices. To get good matching between the input devices,
the devices need to be made large with common centroid layout, but this can create
problems with the ADC operation. The inputs to the preamplifier are driven directly by
the Vram+ and Vram— conductors of the ADC capacitor array. This means that the
buffer’s input gate capacitance shows up as an added parasitic capacitance to ground. To
keep the added parasitic capacitance small, the amplifier’s input pair gate areas are kept
as small as possible which results in a fairly large threshold voltage mismatch between
two input transistors. The mismatch and resulting input offset voltage can never be
reliably eliminated, therefore, comparator offset cancellation has been implemented to
help zero out the error caused by the input referred offset voltage.

To perform the input offset cancellation, the preamplifier buffer has been designed
with two parallel differential pair inputs which have input pair transistors that have
been purposefully greatly mismatched with each other [26] (Fig. 6.13). As bias current
is steered from one pair to the other, the different W /L ratios of the two devices results
in different amounts of DC current flow through the load resistors, which acts to shift
the DC differential output offset voltage. The circuit from Fig. 6.15 is the 7 bit current
steering circuit used for biasing the offset trimmer buffer amplifier.

The method for performing the offset trimming is to assert the control signal "Comp
Trim" from Figure 6.12 which shorts the amplifier inputs to virtual ground, and to then
run a series of zero input voltage ADC conversions. If the comparator is by chance
already perfectly matched with zero input offset voltage, then, because there is always
some thermal noise present in the system, running a series of ADC conversions should
result in equal amounts of ones and zeros. If, instead, there is mismatch, then the
series of ADC conversions will come out mostly ones or mostly zeros depending on the

direction of the amplifier mismatch. If this is the case, then the current can be steered
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Figure 6.15: The buffer amplifier offset cancellation current steering circuit.

towards the appropriate differential pair which will bring the input referred mismatch

down towards zero.

6.4.3 The Clocked Comparator

The comparator design is a clocked comparator which is driving an SR latch. The
clocked comparator and latch do not consume any static power (except for leakage), and
they only dissipate dynamic power upon switching. This makes this combination a low
power solution for clocking the ADC conversion data to the implant’s digital controller.
The circuit in Fig. 6.16 is the original comparator latch designed for the StrongARM
RISC microprocessor [27], and it is commonly referred to as the StrongARM latch.

In the circuit from Fig. 6.16, the transistors Mrayr, and Mpgrg are used to precharge
and clock the comparator, Mrong provides a DC path to ground for the leakage current
on nodes C and C’ to prevent the SR latch output from changing if the inputs change
during the precharge phase, and the 4 MrrgeN transistors make up a regenerative sense
amp.

When the clock is low, Mrpayy, is off and the comparator is in its off state. The
transistors Mprg are on and they are pulling nodes C and C’ to Vg which keeps the
cross-coupled NAND gate SR latch in its current state. Because nodes C and C’ are at
Va4, nodes B and B’ are pulled up to Vyg — Vin, and then they slowly climb up to Vyq.
Mratr, is turned off, so node A also climbs upwards depending on the leakage ratio of

M1, and the input devices.
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Figure 6.16: The StrongARM latched comparator.

As the clock switches from low to high, Mrarg, is turned on, and Mprg is turned off.
As node A is pulled to ground, the input device with the greater input gate potential
will low a greater amount of current which will pull either B or B’ down more quickly
than the other input device’s drain potential. Because nodes C and C’ are at Vg, the
faster falling B or B’ will cause the regenerative latch to latch to a stable configuration,
which depending on the regenerative latches final state will cause the cross coupled
NAND gate SR latch to latch to the decision state. The NAND gate SR latch will then
hold this state through the next precharge cycle until the next comparator decision.

The basic StrongARM latch can suffer from some hysteresis effects because of the
time it takes for the comparator to precharge all of its nodes to the reset state. At the
end of the last cycle’s conversion, the nodes on opposing sides of the comparator are at
either Vg4 or ground. If at the end of the last conversion C was high, then C’ is low,
and both B and B’ will be low. As M, are switched on, because C is already high, B’
will track the rising C’ potential, but B will not start to rise until C’ has exceeded the
Vin potential. Also, during precharge, node A is more or less a floating potential once
it is greater than Vj, — Vi, which can also be a source for indeterminate behavior.

For the original StrongARM purpose, hysteresis was not a major concern because
the inputs were supposed to be driven by full on or full off input potentials, but for
the purpose of ADC decision making it is good design practice to address all known

sources of indeterminate behavior. The possible sources of hysteresis have been handled
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Figure 6.17: The ADC’s low hysteresis StrongARM based latched comparator.

by driving all of the comparators nodes to a fixed potential during the recharge state.
Fig. 6.17 is the comparator which was used for this ADC, and it shows the addition of
3 MOSFETs for hysteresis rejection, labeled Mpyg, and because the B and B’ nodes

are actively driven to Vy; during the precharge phase, the transistor Myong has been

removed.
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Figure 6.18: The comparator block switching with an input voltage of 2001V causing it

to dwell in its metastable state for an extended period of time.
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During simulations, the maximum amount of time that the comparator dwelled in
its metastable state occurred with an input voltage of about 200uV. Even with the long
delay caused by the metastability, the propagation delay from rising clock edge to SR
latch update was only about 1ns. This greatly exceeds the requirements of the clock

period decision time of 1us.

6.4.4 The Comparator Input Offset Cancellation Routine

Fig. 6.19 shows the measured results of the implants 4 CDC channels performing the
comparator offset cancellation routine. This routine is run once on power up, and the
trim settings are stored in the implant’s configuration settings register bank. Fach
comparator trimmer starts off at the 7 bit midpoint decimal value 64, and performs the
offset cancellation routine independent from the other comparators.

The comparators begin by shorting their inputs together (Fig. 6.12) and running a
series of comparator decisions. Depending on if the majority of the comparator decisions
are 1’s or 0’s, the digital control either increments or decrements the offset trimmer
control register which steers more current through one of the mismatched input diff
pairs and less current through the other oppositely mismatched diff pair.

By flowing more or less current through the mismatched diff pair, this causes a
slightly different amount of current to flow through one of the load resistors as compared
to the other which results in an output voltage which counteracts the comparator input
offset voltage. The routine repeats the process of sampling the shorted inputs until the
comparator decision results start to become a fairly even ratio of 1’s and 0’s indicating

that the input offset has been trimmed.

6.4.5 Minimizing the ADC Power Consumption

The ADC capacitor array is a passive array of capacitors which are driven by the CDC
conversion active electronics, and this power consumption has already been designed
to be as small as possible according to the noise and bandwidth requirements. The
static power consumption of the ADC is mostly from the comparator buffer amplifier
with some static power being consumed by the leakage current through the clocked
comparator and the ADC digital control logic.

On conversion start, the current steering trim register has already been programmed

during the chip power on initialization, so the only delay is the charging up of the current
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Figure 6.19: The measured behavior of the comparator input offset voltage cancellation

routine trimming out the 4 ADC channels. Each channel starts at midpoint value of 64,

and then the ADC is trimmed until the trimmer is only toggling between two trim settings

which produce mostly 1’s and mostly 0’s. Once the trim routine is complete, the CDC

begins sampling the pressure at a rate of 4ksps.

steering current circuits’ V, bias voltages. If the trimmer were totally powered down,

then the gate biases could reduce all the way down to ground potential. Simulations

showed that the time required to turn on and stabilize all of the current sources and

the buffer amplifier from this state was around 25 ps. However, if the trimmer is only

put into a very low power mode, for example sourcing only 5 nA of current instead of

the full 700 nA, then, using this power down routine, the amount of time required to

restore full functionality to the current starved trimmer and buffer amplifier is greatly

reduced to only a couple of microseconds.

The comparator current steering circuit is powered down by a short channel, very

wide transistor which, even when turned off, leaks enough current that the buffer ampli-
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6.4 Comparator with Offset Cancellation

fier’s electronics don’t ever totally power down, Fig. 6.15. This supply current modula-
tion from full 700nA for 25us to bnA for 225us brings the average current consumption
down to 74.5nA, or about a 90% reduction in power consumption compared to if the
buffer were not powered down. The leakage current through the comparator and latch
is also only a couple of nA, and the leakage through the digital control logic blocks,
according to the RTL synthesis power report, the leakage current is only about 22nA.
This gives a total average static current consumption of about 100nA per ADC channel.

The majority of the power consumption of the ADC converter is the dynamic power
consumption. There is some dynamic switching current consumption from from the
charging of the 4.6pF ADC capacitor array from 0VDC to Vpp 4 thousand times per
second

Coulomb

4.6(10712) % 4(10%) = 18.4nA,

second
but the majority of the dynamic current consumption is spent on the digital control
logic. Post layout simulation of the digital control block shows a total dynamic current
consumption of about 3uA. This dynamic current consumption of the digital control
logic is about the same as the current consumption of the signal conditioning amplifier
(about 3 pA), which brings the total current consumption of each CDC conversion

channel up to around 6pA which is roughly 7.2uW of power per channel.

6.4.6 ADC Performance Measurements

Design verification for an ADC usually includes measurements for the signal to noise
ratio, and INL and DNL measurements. Unfortunately for this ADC, a method for
measuring INL and DNL has not been developed. Normally, the signal conditioning
and conversion circuit could be connected to a voltage source with very fine resolution
and control, and the voltage source would sweep across the ADC’s input range, and the
ADC conversion results could be compared against the voltage source’s voltage.

The difficulty in accurately measuring INL and DNL is attributable to the structure
of the capacitance to digital converter circuit. Looking at Fig. 6.9b, the capacitive
bridge output is the gate input to the CDC system OTA. This means that the only
effective way to sweep the input would be to take a reference capacitor and sweep it
across the ADC full scale range, but, as of this thesis submission, such a measurement

system has not yet been constructed.
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It is possible to measure the system noise by letting the CDC conversion cycle
run a few minutes worth of samples on a system where there is no input pressure
modulation. At 4 ksps, a few minutes of measurements are a few hundred thousand
samples. Performing an FFT analysis on the conversion results will give the energy
content of the zero input signal, and summing the energy across the frequency and
finding the ratio of the full scale signal power versus the average noise energy per
Hz will give the SNR value of the CDC converter from OTA input to ADC output.
Fig. 6.20 is the FF'T SNR analysis of the measured results of the zero input signal CDC
converter system, and it shows that the signal conditioning OTA exceeds the ADC’s
10 bit dynamic range by about (.13 bits of resolution.

SNR—1.76 .
ENOB = ———— = 10.13 bits.
6.02
FS i i "
T =200 | “““ VDDIO Supply from a Destop PC USB Port |
E : VDD Core supply from the integrated LDO
] : SNR: 62.8dB @ VDD = 1.05 VDC
& 40 : , ,
%) : :
= Lo e ]
£ -60 ; ; ;
go : : :
< 8O R T S
= : : :
100 W
0 500 1000 1500 2000

Frequency (Hz)

Figure 6.20: The noise spectrum is collected by running the CDC converter with constant
sensor capacitance, and the tone is a sinusoid generated in software with the full scale 2(10)

peak to peak amplitude to be able to have a full scale reference for the SNR determination.

A common figure of merit (FOM) given to ADCs is calculated as the ratio of their

power consumption to the product of their sample rate fs; and effective number of bits

(ENOB).
Power
FOM = 9ENOB £
Making the admittedly optimistic assumption that the ADC has a full 10 ENOB, and

only considering the power used by the ADC’s capacitive array and the digital control
logic, the FOM of the ADC is about

3uA*12VDC  900f]

FOM = _ '
210 w Ak H conversion
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6.4 Comparator with Offset Cancellation

To reduce this FOM to an even smaller number, the most obvious target to go after is the
control logic. The ADC design which this system implemented, [18], used asynchronous
logic which allowed the conversion to be completed more quickly, and it greatly reduced

the gate count of the control logic.
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Figure 6.21: The measurement results from measuring the capacitive pressure sensor as
it was carried up and down by an elevator across 4 building floors. The effective sample

rate for this pressure test was 16 sps.
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Figure 6.22: The pressure measurement results of the pressure inside of an audio sub-
woofer enclosure (top trace) when the subwoofer is being stimulated by a 5-tone chord of
25, 30, 35, 40, and 45 Hz (bottom trace). The effective sample rate for this pressure test

was 96 sps.

Fig. 6.21 shows the measurement results from riding an elevator up and down across
4 building floors while recording the air pressure. The system has been designed for 0.75
mmHg resolution at 4 ksps, but, by implementing 128 times oversampling, the pressure

resolution sensitivity can be increased. The elevator test measurement decimates the
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4-ksps full speed sample rate down to 32 sps, which results in a capacitance resolution of
about 200 aF, and a pressure resolution of about 0.05 mmHg. This increased resolution
is achieved at the cost of sample rate, but the total analog power consumption remains
less than 3 uW per CDC channel.

A third test was performed by placing the pressure measurement system inside of
an audio subwoofer enclosure, and playing a 5-tone chord of 20, 25, 30, 35, and 40 Hz
while measuring the pressure inside the enclosure. Fig. 6.22 gives the timespace plots of
the measured pressure wave inside the enclosure (top trace), and the subwoofer input

voltage signal (bottom trace).
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Wireless Power Transmission

Any portable device which implements active electronic components requires a power
source, and in most circumstances that power source is a battery. When it comes to
medical implants, sometimes a battery based power supply is not the most desirable so-
lution because a battery based system requires the periodic replacement of the depleted
cells. Because of this drawback, a method for powering the implant using wireless power
transmission has been developed which can meet the implant’s energy requirements.
In the strict sense of the term "wireless power transmission" (WPT), power grid
transformers accomplish this everyday with transmission efficiencies approaching 100%
at the gigawatt power levels. However, these levels of efficiency are possible only be-
cause of the tight coupling between the primary and secondary coils, usually coupled
together with a magnetically conductive core, giving approximately 100% flux linkage.
Unfortunately, the implant’s antenna does not benefit from any sort of tight coupling
with the power sender antenna. Because the power sender antenna diameter is generally
several orders of magnitude larger than the implant antenna’s diameter, the two coils
are very loosely coupled, and the usual transformer formulas, where Vo4 /Vin, is entirely
determined by the primary to secondary turns ratio does not apply. Instead, it is nec-
essary to design an energy transmission link designed to maximize the utilization of the
power transmission medium, which in this case is the magnetic field through open space.
This chapter will describe the method of wireless power transmission implemented dur-
ing this research project’s progression, starting with the RF power generator, then the

power transmission antenna, and finally the energy harvesting antenna.
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7. WIRELESS POWER TRANSMISSION

7.1 The Class E Power Amplifier

A switching amplifier has improved efficiency compared to a linear amplifier by using
the power transistor as a switch which is either fully on or fully off. When the switch is
fully on, then Vg = 0, and when the switch is fully off 143 = 0. Both of the states result
in P = IV = 0, theoretically resulting in zero losses for 100% efficiency. However, in
reality, large currents will flow with considerable voltage drop during the transistor’s
transition from full on to full off and back to full on. This is where the switching losses
come from.

A class E power amplifier (PA) architecture maximizes amplifier efficiency by min-
imizing the transistor switching losses. The general term for the switching behavior of
a class E PA is called zero voltage switching (ZVS), meaning that the power transistor
switches on and off only when the drain voltage is at 0 Volts potential. The PA achieves
ZVS by using as its output load a tuned LC resonant circuit which is tuned to resonate
at the switching frequency. The step response into an undamped resonant load causes
ringing, and by switching the transistor only at the zero crossings of the drain voltage
caused by this ringing effect, the transistor switching losses can be eliminated.

The original inventor of the Class E amplifier [28, 29|, and more recent papers as
well [30, 31, 32, 33|, all call for an RF choke to be used as the amplifier’s load. For this
design, instead of using an RF choke, the load network of the PA uses a parallel LC
tuned tank circuit. The tuned circuit elements L, and C}, make up a parallel resonant
LC circuit, and such circuits have very high impedance (theoretically Z = oo + j0) at
wo =1 /\/m and low impedance at all other frequencies.

Using a tuned LC network as the amplifier load has several benefits, making it a
much more attractive load than a simple RF choke. All of these benefits arise from the
singular fact that using a tuned LC network makes it possible to have a very large load
impedance while using a much smaller load inductance than what would be necessary
when using an RF choke. The benefits to using a smaller valued inductor in the PA are

several fold such as:
e Smaller inductance values require smaller package sizes

e Smaller inductors need fewer windings which reduces the inductor’s parasitic series

resistance and parallel capacitance
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7.1 The Class E Power Amplifier

Figure 7.1: The class E power amplifier architecture used in this project.

e Smaller inductors need fewer windings which reduces the inductor’s series resis-

tance

e Smaller inductance with less parasitic capacitance results in higher self resonant

frequencies

Another critical point where a smaller load network inductor helps is that power

MOSFETS have an intrinsic output capacitance Coss = Cys + Cgg, where
Cys + Cdg

are the MOSFET drain-source and drain-gate capacitance. A power MOSFET’s Cygg
can easily be several hundred picofarads, and if Cyg is larger than the parallel load
capacitance called for by the standard set of design formulas (7.3) then that particular
MOSFET cannot be used in the tuned amplifier. In addition to this, Cegs is very Cyg
dependent, and Cys is proportional to the drain voltage, causing the amplifier’s behavior
to change as the transistor’s drain voltage oscillates up and down. Using a resonant
load network helps with these problems because as the inductance gets smaller, the
required resonant capacitance gets larger making it fairly easy to have C), > Cogs. As
C) is made larger, then the drain voltage induced variations to Cpes will have less of an
impact on the amplifier’s resonant tuned output. In general, throughout the duration
of the project, there were no occasions where it would have been preferable to use an

RF choke as the load impedance.
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7.1.1 Designing and Tuning the Power Amplifier

Almost any design reference on the class E amplifier gives a list of explicit design
equations full of design factors which are derived by directly solving the amplifier under
different operating conditions [28, 29, 30, 31, 32, 33]. To illustrate this point, the class
E explicit design equations from [29] are given in (7.1) through (7.5),where Vj is the
MOSFET drain source voltage when it is switched on, @y, is the network quality factor,
ESR is the parasitic electrostatic resistance of the respective reactive component, Ry,
is the PA output impedance, R, is the MOSFET on resistance, t; is the MOSFET Vs
fall time, and T is the 1/f period

_ 2
. ((Vdd Vo) )0.576801 § (1.0000086 _ 0414305  0.577501 0.205967) (7.1)

P QL Q7 Q7

Ry = R— ESRy, — ESRc, — 1.365Ren — 02116 x ESRC, (7.2)
o 1 (0.99866 L 091421 1.032175) 06 73)

2nfR (% +1) 3 Qu Qi (2nf)2Ly

1 1 101468 0.2
C, = 1.00121 - 4
iR (QL - 0.104823) ( Moy 1.7879) @rf)°L, (7.4)
_ QLR

o= 5r7 (7.5)

The design method presented here does not use these explicit design equations.
Instead, a more intuitive design method, based entirely on the desired PA output
impedance and quality factor, is used to choose the reactive components. The PA
in Fig. 7.1 has a parallel LC network as its load with a series LC output network, and
both networks have a resonant frequency wy = 1/A/LC". The PA is tuned when the
series network, Ly and Cj, is tuned to a resonant frequency ws = wg — Aw/2, and the
parallel network, L, and C), is tuned to w, = wp + Aw/2. For this design method,
knowing the exact value of Aw before constructing the amplifier is not too critical. A
circuit design simulator, such as Spice [34], can be used to find the required Aw. But,
in a real life environment, it is much quicker to place the reactive component values
with wg = wy, = wp, and to then simultaneously tune wy to a lower frequency, and w, to
higher frequency using trimmer capacitors or inductors until the drain voltage operates
with the desired zero voltage switching.

Starting with the PA Fig. 7.1, a desired Qr, Ry, and operating frequency f, the

design process proceeds as follows:
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7.1 The Class E Power Amplifier

1. Choose a value for @)1, based on the design requirements.

- @Qp is usually chosen to be a value somewhere between 3 and 20.
- A higher Q1 has sharper bandpass filtering resulting in less sideband energy.

- Lower @1, amplifiers were usually easier to tune.

2. Choose an amplifier output impedance (7.6) based on the available supply voltage

and desired output power!.

- Lower Ry delivers more power using lower Vyq
- Higher Ry requires less load current for the same output power resulting in
less power loss to the PA’s parasitic resistances.
3. Choose a nominal value for Ly (7.7), Cs (7.8), and L, (7.9).
- Choosing L, is a fairly non-critical step because a very wide range of values
are acceptable, and it was only necessary that L, < Ls/2.

- Eq. (7.9) was shown to be effective for 2 < @ < 30
4. Choose a nominal value for C), (7.10).

5. Trim, simultaneously, the parallel load to a higher resonant frequency, and the
series network to a lower resonant frequency until w, —ws = Aw. An oscilloscope
is used to determine when w, —ws, = Aw as this is the point where zero voltage

switching is achieved.

! The PA output power is not exactly given by (7.6). The effective supply voltage seems to be
reduced as the quality factor is increased, but even with this scaling, the PA output power is still a

function of the square of the supply voltage
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v2
Ry = % (7.6)
L, = Yrie (7.7)
wo
1
Cs=—— 7.8
w%LS (7.8)
Ls
L, = 7.9
EYor 79
1
wyLp

There are no real requirements for the parallel network w, and serial network w, to
be equally spaced above and below wyg. Instead, it is only necessary that ws < wp and
wp > wo, and that Aw is large enough to achieve zero voltage switching as in Fig 7.3a.

On the practical side of the design process, trimming the wy and w, resonant fre-
quencies was performed using trimmer capacitors instead of trimmer inductors. This is
because it was easier to find high voltage, temperature stable, mica film capacitors with
a wide adjustment range than it was to find high current, high frequency, inductors

which could be tuned across a wide range.

7.2 Output Load Impedance Matching and Filtering

VoD
Impedance Low Pass 50 Ohm
Cp Lp Matching Filtering T-Line
Ls cs <€ —> < — ¢ —
Zout=Zin - Zout=Zin Zout=Zin ®

Figure 7.2: The class E amplifier with impedance matching and output low pass filtering.

The PA is connected to an antenna by a 50Q) coaxial transmission tine, for which it is

necessary to match the PA’s output impedance to the 50Q transmission line impedance.
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7.2 Output Load Impedance Matching and Filtering

7.2.1 Output Impedance Matching

Depending on the required output power and the available supply voltage, Ry (7.6)
will probably not be equal to the transmission line impedance of 50Q. If this is the
case, then it is necessary to transform the PA’s Ry output impedance to match the
50Q) coaxial line impedance. The PA output impedance Ry can be transformed into
a different output impedance by populating the X1 and jX2 components with their
appropriate values (Fig. 7.2). The appropriate values can be derived using equations
which generate the lumped reactive element values [35], or through the use of a vector

network analyzer (VNA) [36].

7.2.2 Output Low Pass Filtering

The PA’s output has fairly significant amounts of harmonic energy because of the non-
sinusoidal nature of the Vg signal voltage, Fig. 7.3a. Many of the harmonics are sup-
pressed by the bandpass properties of the series resonant LsCy circuit, but there are
limits to the amount of @ which can be designed into the amplifier. Designing a PA
with a higher @)1, can bring about difficulties caused by the large valued Lg, and a very
high Q system is also more difficult to keep perfectly tuned when compared to lower Q
designs (this statement is made according to general observations, and not necessarily
true under all conditions). In order to ensure compliance with the various spurious side-
band emission requirements [37], a 3"4 order low pass filter is placed after the impedance

matching network to give an additional 18dB/octave rejection.

7.2.3 The Output Power Level

Any extra energy harvested by the implant is dissipated as heat into the surrounding tis-
sue, so it is important that the PA’s output power can meet the energy requirements of
the implant without transmitting too much extra power. To accommodate non-optimal
operating conditions such as patients of different sizes, implants implanted with non-
perfect receiving antenna orientation, and different power consumption requirements,
the PA’s output power level needs to be dynamically adjustable. Being able to dynam-
ically control the PA’s supply voltage is an effective way of ensuring that the PA is not

transmitting too much or too little power.
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Figure 7.3: The power efficiency of the class E amplifier comes from its ZVS operation.
The four figures show the measured and PSpice simulation of characteristic Vg5 waveforms:
a) Vgs of the constructed class E amplifier

b) Vgs of the PA when Ry, is stepped from Ry, ../4 — 2.5RL,, ...

c) Vg of the PA when Aw is stepped from wg = wp — 4AWeuned UP t0 ws = Wy + 4AWhuned

According to (7.6), the output power follows the general P = V?2/R relationship.
Therefore, in order to adjust the amplifier output power, it is only necessary to adjust
the amplifier’s supply voltage. The amplifier supply voltage regulation circuit is given
in Fig. 7.4. Tt is a single ended primary inductor converter (SEPIC) with duty cycle
(D) dependent buck and boost output voltage (7.11).

Vout D

This switched mode DC-DC voltage converter has no difficulty bucking and boosting

the input voltage by 4x up and down for a dynamic output voltage range of 1-16x,
or 24dB, which allows a single amplifier design to operate with an output power from
150mW to 40W by only adjusting the PWM duty cycle from 20% to 80%. The resolution
of the SEPIC converter output is dependent on the resolution of the PWM controller

108



7.3 The Power Transmitting Antenna
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Figure 7.4: The power amplifier supply voltage SEPIC DC-DC voltage converter circuit
supplies the PA with a DC voltage which ranges from Vsupply/4 to 4xVsupply.

duty cycle, which, thanks to the wide availability of fast microcontrollers with 16 bit

counters, can very easily be in excess 0.1%.

7.3 The Power Transmitting Antenna

Because of the electrolytes dissolved throughout the various tissues, the human body
is a fairly good electrical conductor. Some tissues do have less electrical conductivity
than other tissues [38, 39], but in general, the human body’s conductivity will act to
short the electric field component of the RF energy, thereby absorbing the electric field
and dissipating it as heat. These losses can be very high. For example, microwave
ovens are very effective at heating food using 2.45 GHz RF energy, where 90% of the
RF energy is dissipated as heat for every ~5cm of penetration depth into muscle tissue.
Luckily for our purposes, even though the human body is an electrical conductor, it
is not a magnetic conductor. Therefore, the magnetic field component does not suffer
attenuation when its field lines penetrate human tissues in the same way that the electric
field would be attenuated.

To avoid dissipating large amounts of energy as heat into the human body, the power
coupling is performed using the magnetic field. Fig. 7.5 shows a simplified model of the
antenna design and how the magnetic field is stored in the space volume around the

inductor, and the electric field is stored between the plates of the capacitor.
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A
<O 0 6 6>

Figure 7.5: Simplified diagram of the LC resonant power transmitter antenna. The
enclosed B field points out of the sheet, and %—? > 0. The B field is entirely stored in the
space around the loop conductor, and the E field is stored between the capacitor plates.

7.3.1 Current Carrying Wire Loop

The transmitting antenna for this design is constructed by wrapping a strand of braided
wire around the torso of the patient. Efficient transmission of power from the transmit-
ting antenna to the receiving antenna requires that the magnetic field generated by the
power sender at the location of the receiving antenna needs to be maximized. Starting
with a statement of the Biot-Savart law (7.12), the magnetic field at the center of a
single turn current carrying loop is given by (7.13). If the wire loop is placed around
the torso so that the implant is located directly at the center of the wire loop (z = 0),
then for an N-turn wire loop antenna with current I the magnetic field at its center is
given by (7.14).

Figure 7.6: Magnetic field generation from a current carrying wire loop.
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_&I dl x a

12
A7 |a?| (7.12)
MOIL1 CL%
Br,(2) = = 3 (7.13)
(a2 +22)2
1
Br,(z=0)=N (';LCO”) where N = number of loops (7.14)

7.3.2 The Antenna

The transmitting antenna is wire loop inductor L; with radius a, current I, and magnetic
field strength (7.14) in a series RLC circuit like Fig. 7.7. L; is the wire loop antenna,
and Cf is the resonance matching capacitor, and Ry, is the parasitic resistance of the
wire loop. To determine the amount of By, field which is generated by the wire loop,
the frequency dependent impedance of the series RLC circuit, (7.15), can be used to
find the current Iy, through the wire loop inductor, (7.17). Eq. (7.17) can then be used

to solve for the loop current as a function of input power (7.18).

1
sL, E1

I |7
Ly
|(S) % Rpar

Figure 7.7: The series RLC circuit.
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1
Z(s) = Rpar + sL (1 + 52LC> (7.15)

§ = jw
Z(jwo) = Rpar + jwoL(1+ (=1)) = Rpar (7.16)
Vin Vin
I, (jwo) = = 717
P=1I’R
. P
I, (jwo) =4 [ & (7.18)
par

In accordance with 7.14, increasing the number of turns will increase the magnetic
field strength. However, increasing the number of turns will also increase the conductor
length which increases the parasitic resistance which reduces the amount of current
flowing through the RLC circuit. If we take Ry to be the parasitic resistance per
inductor loop so that for N number of turns, Rpar = N Ry, then (7.18) becomes (7.19),
and combining (7.14) and (7.19) results in (7.20) which is a statement of the B field as
a function of the input power, Py, and the antenna dimensions and parasitic resistance

per loop.

. Py
I, (jwo) = NRq (7.19)
to | PrxN
By =22 2

From (7.20), the field strength generated from a fixed input power increases with the
square root of the number of turns N. However, increasing the magnetic field strength by
increasing number of turns has a practical limit set by the ease of installing a multi-loop

antenna around the torso of the patient. Also, as the number of loops is increased, the
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proximity effects caused by the decreasing loop separation plus the eventual necessity
of reducing the conductor cross section to be able to fit more loops, will increase the
parasitic Ry further reducing the incremental gains provided by more wire loops.

For the animal testing conducted during this project, with the implant located
inside the abdominal aorta of a 100kg swine, a single loop antenna oscillating at 4 MHz
with P = 500mW was more than sufficient to supply the implant’s 400uW power

requirements.

7.3.3 Antenna Impedance Matching

The antenna’s input impedance needs to be matched to the transmission line’s 500
line impedance. This project’s earlier antenna designs used a rigid copper coil which
was tuned in the laboratory, and then put to use in the operating environment. It
was noticed that making very slight changes to the antenna’s surrounding environment
could easily reduce the transmitted power by 20 dB (90%) or more. Instead of using a
rigid antenna which has been tuned in a laboratory environment, the antenna for this
wireless power transmission system was first placed around the patient’s torso and then

tuned to 50Q impedance.

—0—C ¢

SE Lo LecJeo Lec I, T Tl I

Figure 7.8: The antenna matching board for quickly tuning the antenna.

Tuning the antenna on the spot produced very good results, but this method required
that the matching could be completed very quickly. To enable quick 50Q tuning of the
antenna, the network of capacitors and switches in Fig. 7.8 is used as the impedance
matching network. The switches are implemented with binary encoded rotary switches,

and the capacitors are arranged in a binary weighted progression. With the help of a
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vector network analyzer and the circuit from Fig. 7.8, the whole process of antenna in-
stallation and impedance matching was easily accomplished in less than 5 minutes time.
Initially, there was concern that the switches would degrade the antenna performance,

but at 4 MHz transmission frequency, there was no evident performance degradation.

7.3.4 Choosing the Transmission Frequency

A few different factors need to be considered when choosing the frequency which will
be used for the power transmission. Higher frequencies allow for smaller valued reactive
components in the implant. This single fact makes it very desirable to use the highest
frequency possible. However, there are limits to the maximum frequency, mostly as a
result of the dielectric losses to the various body tissues.

As stated earlier, the goal is to transmit the power using only magnetic field coupling.
This requires that the loop antenna conducts as much current as possible through its
wire loop, with as small of a radiated EM field as possible. To do this, it is necessary
that the wire loop antenna be a very poor radiator of the electromagnetic fields. If the
EM field is not radiating away from the antenna, this means the reactive energy of the
EM field is only oscillating between the L and the C of the antenna and not between
the the H and E fields of free space. A common term used for describing the amount
of free space electromagnetic field radiation generated by the current flowing through a
conductor is the radiation resistance R, of that conductor. The radiation resistance of
a wire loop is given as (7.21) [40]

. (A2
R,.:1207r§7r3 <A2> , (7.21)

where 1207 is the free space impedance, A is the surface enclosed by the loop, and A
is the wavelength. Fig. 7.9 shows a plot of the radiation resistance as a function of the
ratio of the wavelength over antenna loop diameter.

The common term for an antenna which is a poor radiator is an "electrically
short" antenna, where the electric length indicates the ratio of the electrical wave-
length A to the electrical conductor length. A conductor is electrically short when
A > conductor length. Keeping in mind, that because of the velocity of propagation
through copper, A in copper is about 2/3 of the free space A. This project used antennas
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R, Radiation Resistance (Q)

Wire Loop Diameter

A

Figure 7.9: The wire loop antenna radiation resistance as a function of F—-——.

with loop diameters smaller than /50, with the maximum size and frequency combi-
nation of a 1m wire loop diameter oscillating at 4 MHz (which has an electric length of

about \/50).

7.4 The Power Receiving Antenna

The implant is powered by harvesting the magnetic field being generated by the trans-
mitting antenna (7.20) with a ferrite core inductor in a parallel LC resonant circuit. The
transmitter maximizes its magnetic field generation, By, by minimizing its parasitic
resistance thereby maximizing the current flow. The implant maximizes the amount
of energy it can collect per unit volume by using a magnetic core with high perme-
ability p, to amplify the By, magnetic field. The total effective magnetic field of the

implant solenoid inductor is (7.22).
By, = uBy, (7.22)

The implant needs the energy collecting inductor be as small as possible, therefore
it is helpful to derive a formula which can give guidance on how to size the implant
inductor in terms of package size and inductance value [41]. Starting with the formulas

describing self inductance (7.23), the magnetic field of a solenoid (7.24), and the energy
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Figure 7.10: The energy harvester solenoid antenna.

sb_/
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stored in the solenoid inductor Lo (7.25)

o

L=— 7.23

7 (7.23)

B = unl (7.24)
1

Er = 5LIQ, (7.25)

where n = N/I, [ is the solenoid length, and p = popyr, it is necessary to derive a formula
which solves for the energy stored in the solenoid as a function of the magnetic field

strength and solenoid volume Vo). The flux of the solenoid’s magnetic field is
Op =unlA (7.26)

where A is the solenoid cross sectional area. The total flux linkage from all of the N

number of solenoid turns to the flux &5 flowing through the turns is
b =punlAN = LI (7.27)
from which the solenoid self inductance is
L = punAN. (7.28)
The solenoid energy in terms of its self inductance is
1

1
iLﬂzzgunANj%

and substituting N = nl results in an expression for the implant antenna’s Lo solenoid
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energy as a function of its magnetic field By, permeability u, and volume (7.29).

1 2 1 2
iLI = 2;m(nl)AI
1 1
—LI? = —(unI)*(I1A
5 2M(/m )=(1A)
B}
B = T;vﬂﬂ (7.29)

Because the magnetic field which is energizing the implant’s solenoid is the field
generated by the power transmission antenna By, (7.20), then combining (7.20), (7.22)
and (7.29) results in (7.30), which is the solenoid’s energy storage as a function of the

TX antenna’s power and dimensions and the implant’s volume and permeability.

> :PTXNLl 40
27 7a2R, 8

Vol (7.30)

The main point about (7.30) is that the amount of energy which can be collected by
the implant is not a function of its amount of inductance. Instead, aside from the factors
governed by the power transmitting antenna, the energy harvester’s energy collection
is a function of the solenoid’s relative permeability and volume, and it has nothing to

do with the number of wire loops around the solenoid core.

7.4.1 Choosing the Implant Inductor

In the Laplace domain, the inductor impedance is given as
Z =sL

and the maximum amount of power which the inductor can source to a load is
dE

=P =VI=(sLD)I = I%(sL) (7.31)

Equation (7.31) shows that for a fixed amount of E, there is a fixed amount of available
P for which I and V are inversely proportional to each other. As the energy harvester
sources more voltage, it must source less current, and vica versa for sourcing more
current it must source less voltage. Because an inductor has the frequency dependent
voltage current relationship

V = sLI, (7.32)
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which shows that increasing V' will reduce I, it is important that the inductance be
chosen according to the P = IV requirements of the implant, rather than trying to

simply generate the highest voltage possible.

big V I
} I R i

Figure 7.11: The implant energy harvesting electronics

The implant energy harvester is a resonant network feeding a rectifier followed by
a large AC decoupling capacitor Fig. 7.11. The rectifier load looks like an open circuit
until the diodes start to conduct, at which point the load looks like a short. This very
nonlinear behavior of the load made accurately quantifying the exact volume and induc-
tance requirements using mathematic equations quite difficult. Throughout the course
of the project, several attempts were made to develop a set of general equations which
could be used to derive the exact required size requirements of the implant inductor, but
none of the attempts were particularly successful. Instead, the general design guidelines

for energy harvester sizing which were followed are:

e Choose a solenoid ferrite material which had the highest permeability available.

- The frequency dependence of the ferrite core’s permeability must be taken
into account because high permeability materials get real lossy at higher

frequencies.
e Size the solenoid to be the largest volume allowed by the implant size requirements.
e Construct a few different inductors with the solenoid, and determine which induc-
tance is able to power the implant with the lowest transmitter power.

7.5 Maximizing the Power Transmission Efficiency

The wireless power transmission system has two resonant coils, the primary side coil

Ly which is the series RLC configuration of Fig. 7.12a, and the secondary side coil Lo
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7.5 Maximizing the Power Transmission Efficiency

which is the parallel RLC configuration in Fig. 7.12b. A common observation during
the project was that increasing the number of turns in the primary side, and reducing
the number of turns in the secondary side would result in better power transmission
efficiency. The reason for this can be explained by considering the requirements for

efficient wireless power transfer.

sk 3¢,

—>
I, v L1
i(s) Roar (S)@ gSL T sc SR

~

(a) (b)

Figure 7.12: a) Series and b) Parallel RLC resonant circuits

There have been many different methods presented in recent years concerning max-
imizing the power transmission efficiency [42, 43, 44, 45], and while each method might
differ slightly in their details, there is one main overriding constant message which is al-
ways appearing in literature covering loosely coupled wireless power transmission. The
main idea expressed for maximizing wireless power transmission is to use high qual-
ity factor (Q, or Q-factor) transmitters and receivers, where Q is the ratio of reactive
versus resistive energy. To determine the Q-factors of the two antennas, it is only neces-
sary to derive the peak reactive energy storage against the time average resistive power

dissipation.
Oseries = WOEpeak reactive
series = — 5
Prms

For the series RLC circuit, Fig. 7.12a, I1.(s) = Ig,,.(s), so the resistive and reactive
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energies are found according to their current flow. The Q-factor, (7.36), at wy is :

1
Epeak reactive — §LI2 (733)
2 1 2
Prms - Irmstar - 51 Rpar (734)
1 2
OJ()*LI
Qseries = T — (7.35)
series % 72 Rpar
woL
Qseries = RL (736)
par

Similarly for the parallel RLC circuit, Fig. 7.12b, Vo (s) = Vi(s) = VR,,,4(s), so the
resistive and reactive energies are found according to their voltage. The Q-factor, (7.41),

is derived as follows:

1
Epeak reactive — 50‘/2 (737)
|%: 1 v?
Pims = 5 = 5 7.38
° Rload 2 Rload ( )
1 2
wO*C \%
Qparallel = IQT (739)
2 Rload
Qparallel = woC Rigaq (740)
1
C=——
w%L
R
Qparallel = wlgzj (7.41)

For the power transmitter antenna, the behavior observed in the laboratory was
that increasing the number of turns increased the B field, (7.20), and thereby the power
transmission efficiency was also increased. With its series configuration, (7.36) shows
that as L is increased or Ry is reduced, its quality factor and power transmission
efficiency should increase. Increasing the number of inductor turns scales L by N2,
but it only scales Rpar by N. So according to (7.36), increasing N will increase Qgeries
by N2/N = N, this is in good accordance with (7.20) and (7.25) which shows that
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7.5 Maximizing the Power Transmission Efficiency

the B field and energy per per volume from the transmitter will both be increased by
increasing N.

For the receiving antenna, the laboratory observations were that increasing N re-
duced efficiency. With the secondary side’s parallel configuration and a load resistance
determined by the implant electronics (the inductor series resistance was considered
negligible in the parallel configuration), (7.41) shows that under constant load, because
L scales with N2, increasing N will decrease Qparalel by 1/N 2. This is in good accor-
dance with (7.27), which shows that, assuming that the transmitter’s B field generation
remaing constant, increasing the number of solenoid turns increases the flux which in-
creases the voltage potential across the load which increases the power loss across Ripad

as a function of V2.
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Wireless Data Reception

When the implant is activated, the power supply electronics power up while the rest of
the chip remains in a powered down state. There are no CDC conversions taking place,
and the data transmission circuits are powered down. This allows the energy harvesting
electronics to reach a steady state of charge storage in the energy storage capacitors
before powering up the various digital and analog blocks. At power up, the only block

which is active is the wireless data reception block, given in Fig. 8.1.

Envelope Detector Digital Data Extraction Digital Data
Demodulation
Analog Clocked
Envelope c Comparator
|_| I | HDL Code

RF Signal In
Clock Recovery H»CLK

Non-Overlapping S0
clock generator |91

CLKT>

Figure 8.1: The block diagram of the wireless data RX electronics.

8.1 Wireless RX Electronics

The wireless data RX block cannot be disabled because it is only through the wireless
interface that the rest of the implant can be powered up and configured. After the base
station starts transmitting power, the implant is given a couple of seconds to charge its
energy harvester storage capacitors. After this start up period, the base station begins
transmitting configuration data, and the implant starts demodulating the incoming

data. Even though the RX electronics are always active, they can be built using very
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8. WIRELESS DATA RECEPTION

low power circuits because the performance requirements of the RX system are relatively
relaxed. Data transmission from base station to implant does not occur very often, so
the data rate is allowed to be very slow. The only blocks required for effective data
demodulation are the envelope detector, which extracts the analog AM envelope from
the AM carrier, the clocked comparator, which extracts the digital 1’s and 0’s from the
analog envelope, and the digital data demodulation block which extracts the bytewise
data from the digital stream of 1’s and 0’s.

The data demodulation clock is extracted directly from the power sender’s RF fre-
quency, and this results in 100% coherence of the data sender’s clock and the data RX
clock. This greatly simplifies the data demodulation because all of the data RX blocks
can be designed to extract the data as a function of the number of clock cycles rather
than as a function of frequency. The implant data RX electronics have been designed
to demodulate data from a wide range of RF power carriers. This is accomplished by
setting the baud rate to carrier frequency at a constant ratio, and then making the data
demodulation electronics demodulate the AM signal as a function of the RF carrier
frequency, which might be different from one system to the other, rather than against

a static reference frequency.

8.1.1 Envelope Detection

The data transmission signal from the base station to the implant is coupled directly
onto the RF power transmission carrier using AM modulation. An AM modulated
signal, (8.1), is the carrier ¢(t), (8.2), plus the product of the message m(t) and the
carrier, (8.3). The result is a carrier wave which is amplitude modulated by the mes-

sage (8.4).

z(t) = c(t) + c(t)m(t) (8.1)
c(t) = Acsin(wet + ¢c) (82)
m(t) = Amcos(wmt + ém) (8.3)
z(t) = Acsin(wet + ¢¢) + AcAp [sin(wet + ¢ )cos(wmt + dm)] (8.4)

Setting the carrier and message initial offset phase, ¢__, to zero, and applying a product

c,m?

to sum trigonometric identity to (8.4) results in (8.5).

C

x(t) = Acsin(wet) + " [sin(wet + wint) + sin(wet — wnt)] (8.5)
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8.1 Wireless RX Electronics

The AM signal in (8.5) is the sum of three signals. One is the constant energy carrier,
and the other two signals are the products of A.A,, at the two sideband frequencies of
We + Wy, and we — wyy,.

The amount of signal energy depends on the amount of RF carrier power which is
available, and how great the modulation amplitude is. The RF signal is, by default, a
very high energy signal, or else there would not be enough energy content to power the
implant. And, if necessary, the modulation depth can be made very large. This means
that the signal to noise ratio of the received data transmission can be large enough (it
can essentially be as large as the designer wants it to be) that there is no need for any
on chip active electronics for signal amplification. The circuit which the implant uses

to extract the analog message data from the RF power transmission wave is given in
Fig. 8.2.

_—I— Analog
AM Signal In | [ ] T _I__EnveIOpe=

SO ] SC CMOS

S1 e{Resistor l

Figure 8.2: The RX electronics envelope detector circuit.
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Figure 8.3: Envelope detection of an AM modulated signal.
(a) The AM modulated signal with w. = 1IMHz and w,, = 1kHz.
(b) The FFT analysis of the AM signal.

(c) The time space signal from the envelope detector.

(

d) The FFT analysis of the envelope detector output.

The envelope detector is a simple diode connected MOSFET forming a peak detector

with a decay time constant 7 = R,.C,,,s. The capacitor, C\,,q, is a thick-oxide MOS
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capacitor for reduced gate leakage, and the resistor is a switched capacitor resistor
Rg.. The switched capacitor resistor, R, is a circuit made up of two non-overlapping
switches, SO and S1, and a capacitor Cy, Fig. 8.4. The main idea is that when switch S0
is closed, C. gets loaded with charge Q@ = VpCs., and when S1 is closed, C. gets loaded
with Q@ = V1Cs. worth of charge. The total charge flow from VO to V1 is AQ = AV g,

per S0—S1 cycle, and the resulting effective resistance is (8.6).

dq

— = AVCsefsce =1
dt /
I (Vb - ‘/I)Cscfsc
1
R = 8.6
CSCfSC ( )
The envelope detector cutoff frequency, feny, is (8.7).
1
Joan = 27 RscClyos
fSC CSC
— — 8-7
fenv 27T CMOS ( )

The SC resistor switching frequency is equal to the RF carrier frequency, fo. = fuy,
and if the message frequency, fmessage, 15 Some constant ratio for the carrier, here this
carrier to message frequency ratio is called Kyessa9e, then the envelope detector cutoff
frequency, feny, can also be made some constant ratio, here it is called k.p,, of the
carrier. For envelope detection, the detector’s feny should be greater than the message’s
fmessage, and less than the carrier’s f... The general idea is that the envelope detector
cutoff frequency needs to be situated between the message and the carrier frequency,

and the further away from both, the better (8.9).

S0 S1

5 L&

Figure 8.4: The switched capacitor resistor.
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k o fmessage
message —
s
kem} = fenv (88)
fse
kmessage < kenv <1 (89)

Choosing to give the envelope bandwidth twice the value of the message bandwidth

kem} = kaessag&

and substituting this value into (8.7) and (8.8) results in a value for setting the capacitor

ratios according to the message bandwidth (8.10).

C

Cse
47Tkmessage = () (810)
MOS

According to (8.6), the smaller Cj,. is, the greater the resistance, and according

to (8.10), the smaller the Cy., the smaller C,, ., needs to be. So, choosing the smallest

(O3]
available metal capacitor, choosing a value for ken, which fulfills (8.9), and rearrang-
ing (8.10) to solve for C,,,s, (8.11), will deliver an envelope detector with a cutoff
frequency which is tuned by the AM carrier frequency.
CSC

47rkmessage

Cioe = (8.11)

The risk associated with picking the smallest valued C. possible is the inaccuracy of
the exact value of capacitance at the very small level. However, the data RX packet will
have a carrier frequency which is 1024x as fast as the message carrier. This wide separa-
tion, and the strong signal coupling from sender to receiver will allow a fairly significant
amount of mismatch without interfering too much with the data demodulation.

Fig. 8.5 shows the measured output signal from the envelope detector for a 1 MHz

RF carrier modulated with a data bit pattern which is 1024x slower than the carrier.

8.1.2 The Clocked Comparator

The analog output of the envelope detector message signal is the large DC value of the
high frequency AM carrier plus the AC signal of the lower frequency message data. The
DC value will be about the same value as the rectified output voltage of the energy
harvester, which should be quite a bit greater than the regulated 1.2 VDC core voltage

which is the supply voltage of the clocked comparator. It would be possible to construct
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0 oo @ 100/ § ] #1008 5000 Swp v [ Fiekd

100mv/div  500us/div

Figure 8.5: The measured waveform of the implant IC demodulating the AM modulated
RF power carrier.

the comparator out of thick gate oxide devices, but the comparator itself is driving core
logic blocks which are only available for 1.2 VDC supply voltage. The solution is fairly
simple, and that is to remove the DC component from the signal, by configuring the

comparator with a simple differentiator input.

Clocked
c Comparator
coupling
Analog Envelope In |—| |—ﬁ
SOe—sc
V_[I)_D S1e—|Resistor
SOe—sc -
S1e—{Divider + -

Figure 8.6: The RX signal clocked comparator with differentiating inputs.

The comparator in Fig. 8.6 is the same StrongARM comparator that was used for
the ADC, but here it has a very low power differentiating input circuit. For the virtual
ground, the SC divider takes the 1.2 VDC supply voltage and divides it down by 2 to

0.6 VDC. An SC divider has been chosen over a couple of SC resistors in a resistor
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divider circuit because, except for the dynamic power consumption of the switches, an
SC divider has no DC path to ground. The schematic for the SC divider is given in
Fig. 8.7, and it shows how during phase S0, the capacitors are switched in a series
configuration with Q1C1 + Q2C5 = Vi, and during phase S1 the capacitors are in
parallel (C1+C2)(Q1+Q2) = Vout- This action essentially moves charge back and forth
between Vi, and Vit in an attempt to keep Vouy = Vin/2 without sinking any of that

charge to ground.

Vin Vout_=_Vin/2 Vin Vout = Vin/2

| SQ S1 | Phase SO Phase S1
C I

Jo= T 1
(E SR

Figure 8.7: The schematic of the SC capacitive divider circuit.

G,

The virtual ground output of the SC divider has a time constant from the effective
resistance of the SC divider and the decoupling capacitance. Similar to the SC resistor,
the effective resistance of the divider is a function of the charge movement across a

potential drop per unit of time. The effective resistance of the SC divider is

Vi Vin
Qso = 701 + 702
Qs1 = Vour(C1 + C2)

Vin
AQ = 7(01 + C3) — Vout (C1 + Ca)

(8.12)
Assuming that C7 = Cy = Cjs., and substituting in Vi, = Vi,
Vin
AQ = T(ZCSC) — me(QCSC)
AQ
Y = Vi sc 2 sc) Jsc
L Vin (C xCsc) f
1
R=——— (8.13)

(1 - 21:)Cscfsc
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Eq. (8.13) shows that the resistance is very similar to the SC resistor resistance (8.6),
except that it is now also a function of the ratio of the output voltage against the input
voltage. At Vi /Vip = 0, 1/2, and 1, the resistance of the circuit is 1/(Cscfsc), 00, and
—1/(Cscfse), respectively. Luckily, because the device does not have any DC path to
ground, there is no severe penalty for using large valued capacitors for Cs. which helps
to keep the response time quick.

If the detector output will be compared against this virtual ground, then it is not
enough to simply place the virtual ground on one of the comparator inputs, and the
envelope detector output on the other comparator input. The virtual ground potential
needs to be applied as a DC bias to the input signal from the envelope detector. This
is accomplished by placing an SC resistor from virtual ground to the envelope detector
node. The time constant at the comparator envelope input node is set by the AC
coupling (DC decoupling) capacitor and the SC resistor. The data modulation from
the sender to the receiver is performed using a Manchester encoded bit pattern. This
means that the lowest frequency component of the data signal is at the same frequency
as a single bit. The differentiation circuit is tuned to give a high pass cutoff at 1/4 the

baud rate. This gives a differentiator cutoff frequency, fq, of

_ kmessagefsc

fa = Smessaselse,
and just like the f3,, cutoff frequency for the envelope detector, (8.7), the time constant
for the differentiator input is a function of the ratio of the coupling capacitor and the
SC resistor capacitor. The ratio of the two capacitors can be calculated as the ratio of

the switching frequency and the desired cutoff frequency (8.14).

kaessage _ Cse (8 14)
2 Ccoupling

Egs. (8.10) and (8.14) show that by setting the message frequency and the carrier
frequency at fixed ratios of each other, kpessage, the capacitors of the data demodulation
electronics can be sized in a way that it doesn’t matter what carrier frequency is used

so long as the ratio of RF carrier to message frequency stays the same.

8.1.3 Digital Data Demodulation

The digital data demodulator clocks in the decisions from the comparator and begins a

search routine for the data packet. The requirements on the digital data demodulation
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are pretty relaxed because there is no need to have a particularly fast data rate. Because
the uplink from the base station to the implant only needs to send a few bytes of
data just once on initialization, even data rates as low as just a few bits per second
would be tolerable. The data bits from the base station to the implant are Manchester
encoded [46] data bits, and the digital demodulation synchronizes itself with the data
bit on every mid-bit logical transition (Fig. 8.8). Every bit of the Manchester coded
data has at least one transition, marked with the arrows in Fig. 8.8. This midpoint
transition is given the name "read edge" in the software demodulation flow chart in
Fig. 8.10. If the read edge is a rising edge, then the data bit is 1’bl, and a falling edge
means the data bit is 1’b0.

Manchester Encoded Signal j vt U_l‘_ﬂ_ﬂ_T,_U_l\_TFL

Digital Data 1|0|1|0|O|1|1|1|O|O|1|

Figure 8.8: The RX data bit is Manchester encoded as per the IEEE 802.3 standard,
and the digital demodulation synchronizes itself with the data bit on every mid-bit logical

transition.

Fig. 8.9 shows the format of the RX data packet. It begins with a synchronization
preamble which is a long stream of zeros, followed by a a 48 bit start of frame (SOF).
After the SOF comes 4 data bytes and a 16 bit cyclic redundancy check (CRC) word.
The data stream is continuously sampled, and as soon as a valid SOF and CRC are
shifted into the RX read data buffer, called "dbuf" in the flow chart, then the IC_control
registers are updated with the data packet.

64x 0’s 48 bit Preamble | 4 byte data packet | CRC16

Figure 8.9: The RX data packet.

The flow chart in Fig. 8.10 shows the process used to extract the data packet from
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the stream of 1’s and 0’s. The system oversamples each data bit by OS = 32, giving

it a sampling bandwidth 16x the data baud rate. One note, in the flow chart, every

increment or assignment is performed using a blocking statement, and does not occur

until the next rising edge of the clock.

1.

The clocked comparator decisions are clocked in with a rising clock edge

. The period counter, PCNT, which keeps track of how many clock cycle occur

between the edge transitions of din, is incremented.

. If this sample is not a glitch, proceed with the demodulation. Glitches are detected

by the presence of a single sample not being equal to the two adjacent sample such
as 3'b010 or 3’b101.

. If the 48 MSBs of the data receive buffer, dbuf, are equal to the SOF, then:

- The synchronization counter, syncCNT| is cleared to zero, and the CRC16

is verified.

- If the CRC fails, then drop the packet and restart. If the CRC is good, then
either load the IC _control registers with the data packet, or transmit the

contents of the IC _control words to the base station.

. Shift the comparator decision into the edge detect shift register to decide if the

data stream has experienced a rising or falling edge, or if it is between edge

transitions.

- A riging edge transition, =1, is 2b’01, and a falling edge, |= 1, is 2b’10.

. If an edge transition has occurred, then clear PCNT to zero, (this is a blocking

statement and PCNT retains its current value until the next rising edge) and

handle the up or down transition.

. If the routine is not synchronized with the initial string of 0’s then:

- Clear the RX data buffer and update read edge and syncCNT according
PCNT and the edge transition direction.

- The routine is synchronized as soon as the syncCNT has counted up to 31.
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8. If the routine is already synchronized to the initial string of 0’s, test PCNT and

force a restart if PCNT is out of its valid range.

9. If PCNT is the size of a whole bit period, then this edge must be a read edge, so
load din into the RX data buffer, and clear read edge to zero.

10. If PCNT is too small for a whole bit period, determine, based on the value of
read edge, if this transition belongs to the beginning or middle of the bit. If this
is a mid-bit transition, then load the data bit value into the RX data buffer and
toggle the value of read edge.

Transmit
Control Words

syncCNT++

dbuf=0
syncCNT =0

1
ZOS

A 4

20S<PCNT<

dbuf = dbuf<<1 + (rising_edge==true)
read_edge =0

A 4

read_edge = ~read_edge I

A
| dbuf = dbuf<<1 + (rising_edge==true) Ii

Figure 8.10: The digital demodulation flow chart.
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The synchronization string of 0’s is only there to let the comparator’s differentiator
circuit reach an equilibrium bias potential, and to synchronize the digital data demodu-
lation routine with the bit’s middle edge transition. The dbuf register will keep shifting
in one bit after the other until the 48 MSBs of the 96 bit shifter are equal to the SOF,
at which point it will force a demodulation routine reset by clearing syncCNT, check
the CRC, and update the control registers if needed. Also, the base station can force
a reset on the implant’s RX circuit at will by transmitting a bit which has two edge
transitions which are either too close together or too far apart.

The combination of the 48 bit SOF and the 16 bit CRC gives very robust protection
against random writes to the register as a function of noise. The system automatically
rejects bits which don’t fit the baud rate of the AM signal, and even at a bit period
of 1us, it would take 8 years to go through every possible SOF combination. If the
SOF is randomly triggered by noise, then it would also be necessary for the CRC to
be correct for the control register to be updated with the erroneous information. As
soon as a data packet is loaded into the IC control register, the chip will power up and
start operation. The first indication to the base station that the data has been received
is that the implant will become active and start transmitting conversion data, but the

base station can also issue a command to read the device configuration register settings.

8.1.4 The Implant Configuration Registers

There are only a few device settings which need to be configured for the chip to operate.
The control word 1, CTLW1, is made up of the 16 MSBs of the 32 bit IC control register,
and it handles the data transmission system control register settings. The control word
2, CTLW2, handles the digital and analog systems. The register settings are held in
volatile memory, and they are cleared to zero on every power on cycle. This means that
as the implant’s energy harvesting electronics are powered up, all of the systems which
are controlled by the IC control register are held in power down mode until the base

station has issued the command for them to begin operation.
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The implant’s data transmission electronics have been designed for very flexible output
frequency selection. For some applications, the implant implementation will only need
one or two sensors operating with a fairy low effective sample rate. In this situation, the
transmitter can be programmed to use a lower data rate which allows for a lower data
carrier frequency which can greatly reduce the transmitter power consumption. On the
other hand, if the implant has all 128 sensors sampling at their full 4 ksps at 10 bits per
sample, then the minimum data rate in this configuration is 5.12 Mbps, which would
require a high frequency RF data carrier with a wide channel bandwidth.

Different country regions have different requirements on carrier frequencies, band-
widths, transmission power, and channel agility [1, 2]. To handle all of these different
requirements would not only take up a lot of chip area on the implant’s IC, it would also
require quite a bit of extra power. To keep the operation and flexibility high, the base
station performs all of the computationally intensive operations, such as listen before
talk (LBT) and adaptive frequency agility (AFA). The implant uses an integer-N PLL
(phase locked loop) to generate a 8-PSK (phase shift keying) modulated RF carrier fre-
quency, and the reference for the PLL is the RF power carrier generated by the external
base station.

This chapter will cover the design of the wireless data transmission system with
special attention given to PLL loop stability and meeting the link transmission noise

requirements while consuming as little power as possible.
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9. WIRELESS DATA TRANSMISSION

9.1 The Phase Locked Loop

A PLL does exactly what its name suggests, it takes a reference phase, and it locks a
second phase, the PLL’s output, to the input reference. If the output phase is divided
down by the integer value N, then the output phase would be N times as great as the
input phase

Gout = N @refs

and because frequency is the time derivative of phase, the input to output frequency
ratio of the integer-N PLL is (9.1).

aQbout _ a¢ref
a o
Wout = Nwref (9.1)

Generating a stable, clean phase reference can be fairly power intensive. Luckily,
the reference is generated externally by the base station, which, for all intents and
purposes, has an unlimited power source. The power amplifier of the base station
power transmitter is a crystal referenced, low jitter PLL, which is then further cleaned
up by the band pass characteristics of the class E power amplifier’s resonant tuned
network and the high @ antenna. Because the PA can source a finely tuned, high
resolution reference, the implant’s PLL does not need very fine resolution for its divide
by N feedback. Using the base station to generate the reference allows the implant to be
able to step across very narrowly spaced RF spectrum channels even though its PLL is
a simple integer-N divider with a relatively small (N=4 to 512) maximum divide ratio.

The desired operational flexibility of the PLL cause the requirements placed on its
operation to be fairly complex. In a typical cellular phone or wifi modem, the system
is built with the intent of taking a fixed reference and multiplying it up to a relatively
constant output frequency. In the case of a wifi modem, the output frequency might
only range from 2.4 to 2.5 GHz, or about a 5% output range, and its reference is a
crystal oscillator with a good low phase noise oscillation frequency. In contrast, this
implant has been designed to be able to operate at any of the various allowed ISM
bands between 400 MHz and 1 GHz |1, 2] using a 2, 4, 8 or 16 MHz reference frequency.
To ensure stability across this wide range of operating conditions, the PLL employs self
biasing techniques [417, 48] so that it can dynamically adjust its feedback loop stability

coefficients as necessary according to the N divider and the reference frequency.
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Figure 9.1: The PLL circuit diagram

The PLL circuit is given in Fig. 9.1. It uses a dual D Flip-Flop phase frequency
detector (PFD) to drive a charge pump to sink or source current into a series RC loop
filter load. The voltage across the loop filter is used as a reference voltage for the replica
load VCO supply voltage regulator. The VCO is a phase forwarded 8 stage differential
ring oscillator which generates the 8-PSK output modulation. The divide by N circuit
is a low power, high speed circuit which can divide the output phase into integer divide
ratios of 4 to 512, and the divide by N output is the feedback phase signal to the PFD
input.

There are many different design considerations to be taken into account for the PLL,
and one of the most significant is the PLL transfer function stability characteristics.
The circuit in Fig. 9.1 has two poles (a third pole if you include the regulator) and feed
forward gain which will make the loop unstable if the proper precautions are not taken.
For the PLL loop transfer function derivation, the pole from the voltage regulator will,
for now, be ignored with the assumption that when it is designed it will be given a
bandwidth much greater than the bandwidth of the loop filter so that its output pole
will not disrupt the normal loop behavior of the PLL. If it should become evident that
the regulator cannot be made fast enough, there are methods for removing the regulator
from the feed forward path [49].

A block diagram representation of the PLL circuit is given in Fig. 9.2, and this block

diagram will be used to derive the PLL transfer function.
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Figure 9.2: The PLL block diagram

The PLL transfer function can be derived as follows.

K27
G(s) = KClefVT
Bouy = €'G(s)
)
Dot
Boup = (tI) ¢ — °“>G(s)
ou re Ndiv
(I)Out o G(S)
Prer G(s)
e 1 + Ndiv

H(s) = Ny, (Z\ﬂ%)

Substituting G(s) = KpH K27 /s, Kcp = Ip/2m, and H; = (sRisCis + 1) /sCi, gives
the transfer function for the 2"4 order PLL loop (9.2).

]Cip 1+sRitCie (Kv27r)
27 sCh¢ s
div Icp 1+sRisCie K 2w
Ndiv + (ﬁ) ( sChe ( S )
Iop Ky
(14 sRyCh) ( schu )

N, + (1 + sRytChy) (ICPKV>

52C¢

1 + sRyChs
div Cy¢N ;.
52 (711;]?::’) + sRiCir + 1

(9.2)

The PLL transfer function is a 2™ order transfer function with 2 poles and 1 zero.

It is often helpful to represent a 2" order transfer functions in its standard form

H(s) = Ndiv (1 - 2C57 ) )

S H2AE 41
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where w, is the natural frequency of the loop, and ( is the damping factor. Equating
the derived transfer function (9.2) with the standard form results in values for w, and

¢ which are functions of the PLL design variables.

Iop K
Wn, =4/ 9.3
Ndivclf ( )

2
% _ Ry:Cys
Wn,
Wn
¢= lefle
1 ICpKVRIQfle
= |/ —— 4
(= oyt (9.4

div

The loop bandwidth, w, as given in (9.3), assumes that the system is a linear time
continuous function, but the reality is that the PLL loop is a discrete time system.
It is a discrete time system because of the sampling action performed by the phase
detector and charge pump. The phase detector and charge pump only perform phase
error corrections on the rising edge of the reference or feedback clock. If the loop
bandwidth had the same frequency as the reference clock, then, even if the phase error
only required a tiny nudge for correction, the PFD could spend the whole clock period
sourcing current to the loop filter before the next rising edge when it would learn that it
has greatly overshot the necessary correction value. To smooth out the discrete nature
of the error sampling, the loop bandwidth is designed to be only a small fraction of the
reference frequency (usually less than 1/10). For loop stability, the system zero, wy, /2¢,
is set equal to one half the loop bandwidth, or simply { = 1.

The task at hand is to design the loop feedback system so that (9.3) and (9.4) are
constant across a wide range of wyes and Ng;y. This is accomplished using the self biasing

techniques proposed in [47, 48].
9.1.1 The Self Biased wa

The purpose of self biasing the PLL is to ensure that as the reference frequency and/or
the divide ratio are changed, the loop bandwidth w, and the damping ratio ¢ will
automatically track these changes.

To have a constant loop bandwidth to reference frequency ratio, (9.3) needs to be

manipulated in such a way that it will be linearly proportional to the reference frequency.
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Looking at (9.3), K, and Cj¢ will be design constants, and N, is a design constraint.
The remaining variable which will be used for self biasing the PLL is I¢p.

In CMOS design, it is relatively easy to design currents to be proportional to other
currents. Because the PLL’s VCO frequency is, by definition, proportional to the ref-
erence frequency, and the VCO drive current is proportional to the VCO frequency,
then the VCO current is a natural choice for selecting a biasing reference which is
proportional to wyef.

This self biasing technique is based upon the idea that making the charge pump
current proportional to the VCO current will cause the PLL loop bandwidth to scale
proportionally with the reference clock frequency. This will have the end effect that
Wy /wrep Will always be a fixed ratio.

To begin with, the charge pump current, Icp, is given a scaling variable N, which

is used to scale it to the VCO current I
Iy = Neply.

Using this proportionality variable, the loop bandwidth is now

| Nep
Wp =4 —— VI, K, . 9.5
Ndivclf ( )

Now, if it can be shown that the term /I, K, is linearly proportional to the reference
frequency, then the requirements for self biasing will be fulfilled. For this derivation, the
following MOSFET drain current, transconductance, and delay time to ring oscillator

frequency conventions are followed.

_ dly C,

L= V2 ", “
L — ,U'OCOX K gm = 2k/‘/;w o= 1

, 2 L gm = 2/K(KV2) 2ta

V2 = (Vs = Vi) o gm

gm = 20/k'l 2C,

The first column gives the characteristic MOSFET I; behavior, the middle column
gives a few different formulas for gm based on the V,,, overdrive voltage derivative of I,
and the third column gives the VCO frequency as a function of the total inverter ring

propagation delay which itself is a function of the device gm and total ring capacitance.
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From these equations, two important formulas can be derived by substituting either
gm = 2k'V,, or gm = 2/K'I; into f, = gm/(2Cy). One formula equates the VCO
frequency to the VCO drive current (9.6), and the other formula equates the VCO

frequency to the overdrive voltage (9.7).

VKL,

fv= C. (9.6)
K Vo
fv= c. (9.7)

For the ring oscillator, if the VCO supply voltage is taken as being the gate drive voltage
Vi = Vs, this would mean that

d(Vv) = d(VV - Vth) = d(Vov)'

With this identity, (9.6) can manipulated to solve I as a function of the VCO frequency

and the VCO capacitance and manufacturing constant Cy, and &’ (9.8).

_KC
Vi

Eq. (9.7) can be manipulated to solve for K, where K is the change in VCO output

(9.8)

frequency per change in control voltage, as a function of ¥’ and Cy (9.9).
dfy
VK, =
AV
d (K'Vo
K, =
Vi ()

VK, =\/Z 9.9)

Combining (9.5), (9.8), and (9.9) will result in a function for the ratio of the loop

bandwidth to the reference frequency (9.11).

SOy | K
VIK, = -
VE'V Cy

V LK, = fv\/a

Nep
wTL == v CV 9 1 O
N, Ci fw (9.10)
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w
fv = Naiv ;f
™
Nep w
Wn = N C Naiy ref\/

Wn = Wv“ef\, g \Y NleN
1If

w
\/ N 1V 9|

wref
The result of the wy, /wyes derivation is a function, (9.11), which shows that the loop
bandwidth is proportional to the reference frequency as a function of a constant, 1/27,
a ratio of design capacitances, Cy and Ci, and the product of the PLL divider and N¢,.
The solution of (9.11) will keep the loop stable as the reference frequency changes,
but the right hand side of the equation still has the design factor Ng;, which can change
according to the desired output frequency. If the PLL divider, Ngiy, and the charge

pump divider, N, are made inversely proportional to each other with the scaling

factor o
Ngp = — (9.12)
P Naw’ '
then, substituting (9.12) into (9.11), will result in (9.13).
“n Ve (9.13)

Wref o 071f

Now, the right hand side is entirely composed of parameters which are design con-
stants selected during the circuit design, meaning that the w, /wycs ratio will remain a
fixed value across a wide range of input reference and output frequencies. Designing for
constant wy /wyer is just a matter of choosing a few device parameter ratio values, and
designing the charge pump current to be linearly proportional to the VCO current, and

inversely proportional to the PLL divider ratio.

9.1.2 The Self Biased C

The damping factor  also needs to be made proportional to the reference frequency.

The PLL design upon which this PLL is based used for its loop filter a dual charge pump,
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9.1 The Phase Locked Loop

switched capacitor, feed forward network into an actively biased replica feedback VCO
control voltage generator. This PLL design uses a much simpler RC loop filter design
which benefits from lower power consumption and simpler circuit design. Instead of
using a dual charge pump, switched capacitor, feed forward network as its loop filter,
this PLL uses a simple series RC loop filter as is shown in Fig. 9.1, and it has been
designed to ensure that its time constant 7 = RC remains a fixed ratio of the loop
bandwidth wy,.

Equating the loop transfer function (9.2) to the standard 2" order transfer function,

the system zero time constant occurs at

2
RyeCyy = £7

n
and solving for the ¢ damping factor results in (9.14).

1
¢= §wnR1f01f (9.14)

Substituting in the previously derived values for wy,, (9.10), Nep, (9.12), and fy, (9.7)
into (9.14) results in (9.15).

<:1<“N i va)leclf

k' Vi
¢== Nd” < )\/ v RitCie

d]v le V

(Vo [Cy\ [(K'Vou Ry
<—<2 c)(w) 19

(9.15) is a function of a few design constants and the variables, Vy,, Ngiv, and Rjs.

¢ will be self biasing if Ry can be made inversely proportional to k'V,,, and linearly
proportional to Ngiy.

To get Ry to be inversely proportional to k'V,,, a MOSFET device biased in the
deep triode linear region, where V,, > Vj,, will be used as the loop filter resistor.

The following drain current and drain conductance, g4, conventions will be used when
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deriving the w, and ( self biasing formulas.

V2 dId
Id = k/(v;;'uvds - 53) gd - dVds
Vds ~ 0 gd = k/(vov - Vds)
Vov > Vs gd|VdS ~0 T k,(‘/ov)

Assuming that, at least in steady state, the voltage across the MOSFET is almost zero,
then gdy = k'V,, and the resistance of the triode MOSFET is (9.16), which fulfills the

condition that Ry be inversely proportional to k'V,,.

1
- 1
Ryt Vo (9.16)
Expanding k' into k' = k(W/L) gives a triode resistance of
1
Ry = P (9.17)
Llf ov

Combining (9.15) and (9.17), and splitting the VCO’s k" into k¥ = kW, /L, results

in (9.18
( ) W
C N Vv C]f Ly kVov (9 18)
= 42 CV Ndlv Wlf kVO’U . .
Ly

Self biasing is achieved by making the loop filter’s W /L aspect ratio proportional to the
VCO device W/L aspect ratio. If the loop filter W/L ratio is set equal to the VCO’s
W /L ratio multiplied by the constant 5 and divided by Ngiy

Wi W, 5
Ly Ly Naiy’

(9.19)

then substituting (9.19) into (9.18) results in a damping factor ¢ function which is set
entirely by the system design constants, (9.20).

c_va G (&
2 VG Ndiv%”ﬁvi
_ Vo G
=% a (9.20)

From the PLL loop transfer function

1+ sRiiCis
H(s) = N, 5 [ CiNy,
s (Iiﬁw) + sRiCis + 1
cpiiv
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the loop bandwidth and damping factor

1K, 1 I, Ky R%Cy
Wn = N. C =T N
div “1If 2 Ny,

have been derived in a way that makes the loop bandwidth a fixed multiple of the refer-

ence frequency, and the damping factor a constant value regardless of wyef or Ngiy (9.21)
and (9.22).

w V@ [C
Wref N 21 le
va [Cy

¢ = Ve (9.22)

(9.21)

It will be shown later in this chapter that the two major PLL output phase noise
contributions are from the charge pump and the VCO, and that the amount of noise
from both of these sources depends on their power consumption. The o factor lets
the designer scale the charge pump current with the wy, /wyes ratio and the loop filter
capacitance will be determined by « and the VCO capacitance, Cy, (9.23). The § factor
is given by the « factor and the relative loop bandwidth (9.24), and (3 is used to scale
the loop filter resistance (9.26).

Prior to doing the PLL schematic and layout work, the PLL noise analysis described
in Section 9.5 will allow the designer to pre-determine the approximate values for Cy,

o, and wy, /weep. After choosing values for Cy, &, wy/wyrep, and ¢, the rest of the loop
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control variables can be derived as follows.

VCif = <°”‘> aCy

2T

wn 2
Cit = a Cy (“2’“;f ) (9.23)

5 _VaVlr
S

RV s
ﬁ‘%/@(%) @Gy

p= % <“27Tf> (9.24)

(6]
VVlf Wv ﬁ
b _ v 2
Ly LV Ndiv (9 6>

It is important here to comment that the values given in (9.23) through (9.26) are
not the exact ratios which were used in the final design. To arrive at the self-biasing
equations, (9.21) and (9.22), several approximations were made concerning the I, gm,
and fy, and on top of those approximations, the device short channel effects have been
totally ignored.

The self-biasing equations indicate that the general behavior of the PLL will be
determined by the ratios of the design capacitances and the value chosen for «, and
that the loop will remain stable if these design ratios are adhered to. The component
values returned by the self-biasing formulas serve as an excellent starting point, but,
as the designer, it is important to realize that these formulas might require some fine
tuning to create a working system. Upon VCO design completion, the design ratios will
need to be adjusted to account for the various non-idealities, and the PLL loop behavior

of (9.2) at different output frequencies and divide ratios will need to be verified.

9.2 The PLL Control Blocks

The PLL loop incorporates 5 major design blocks, the phase frequency detector, the
charge pump, the loop filter, the voltage controlled oscillator, and the divide by N
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divider. Each of these blocks work together to form the PLL control loop which locks
the PLL’s output phase to the reference phase.
9.2.1 The Phase Frequency Detector

The error amplifier of the PLL loop is the PFD, shown in Fig. 9.3 with the charge
pump and loop filter. The PFD uses two flip flops which drive the charge pump to
either source current into the loop filter, which would pull the control voltage up, or to

sink current from the loop filter which will pull the control voltage down.

llcp
Up

Oref o—P Q I—»
D cIr Vcontrol

Vdd}—{ } delay H
D clr

Ofbe—b  Q Down 1->

l|cp ~

Figure 9.3: The Phase Frequency Detector and Charge Pump Circuit.

The timing diagram in Fig. 9.4 will be used to explain the PFD and charge pump
operation. At the beginning, the two phase edges, reference and feedback, are arriving
with two different frequencies where the reference has a faster rate than the feedback.
At the first rising edge after a reset, the "up" D-Flip-Flop (DFF) output goes high,
and the up switch of the charge pump is closed and current is sourced onto the loop
filter which drives the VCO control voltage higher. As soon as the other DFF receives
a rising edge, its output also goes high, which causes the AND gate to apply the DFF
reset pulse which clears both DFF outputs to zero. The sourcing of current onto the
loop filter causes VCO control voltage to ramp up which causes the output frequency
to increase until the reference and output frequencies are equal. Depending on the loop
transfer function damping factor, ¢, there might be a small amount of phase overshoot

at which point the charge pump will start removing charge from the loop filter causing
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the VCO control voltage to decrease which slows down the output frequency. If the
loop is stable, then the reference and feedback signals will lock onto each other, and the

output frequency will be N times the input frequency.

up _J u L N Y Y N A N N |
down | | | I T O N |
rst | | | | 1 A I A I A A
Vcontrol

Figure 9.4: The Phase Frequency Detector and Charge Pump Circuit frequency locking
timing diagram.

The design of the PFD is a fairly straight forward implementation of a couple of logic
blocks taken from the foundry’s process design kit (PDK). The actual implementation
of the D Flip-Flops and the AND gate and delay are taken almost directly from the
PFD design from [47]. The only modification from the reference design has to do with
the added delay cell and inverter gate to get the proper polarity for driving the charge
pump inputs, Fig. 9.5.
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Figure 9.5: The gate level PFD circuit.
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The considerations which need to be taken into account when designing the PFD is to
realize that, much like an analog error amplifier, the gates inside the PFD will generate
some output phase noise. This phase noise is the result of the random variance of the
PFD output edge transitions with respect to time. If this timing jitter is not accounted
for during the design process, it can be a sizable contributor to the VCO output jitter.

A more in depth noise analysis explaining the noise sources for the digital gates is
given later in this chapter, but the end result of the noise analysis is that the digital
gates in the PFD need to be big enough and powerful enough to drive the output
transition with minimal gate delay. Choosing minimum size gates gates will increase
the noise by having smaller gate capacitances which leads to greater k7'/C noise. Also,
if the gates are undersized for driving the intended load, then the gates will have slower

edge transition rates, which adds even more timing variation.

9.2.2 The Charge Pump

The outputs from the PFD are used to tell the charge pump (CP) to either source or sink
current into the loop filter. Fig. 9.6 is the circuit schematic of a common charge pump.
The reference bias current is mirrored from the VCO drive current, and it is scaled
according to the self biasing technique. Reference current from the VCO current supply
is mirrored across both branches of the charge pump, and it is sourced or sank from the
loop filter by switching the M1B and M4B switches on and off. To promote symmetry
between the two current branches, transistors M1A and M4A have been added to the
other CP current branch.

The CP operates as follows, when the M4B switch is open and the M1B switch is
closed, then M2B is the current source which sinks current from the loop filter. On the
other hand, when the M4B switch in closed and the M1B switch is open, then M2A is
the current source, and its current is mirrored from M3A to M3B and out to the loop
filter.

Looking at Fig. 9.3, after the PLL is locked, and "up" and "down" are being clocked
at the same time by the reference and feedback phases, the up and down signals will both
stay high for a short period of time caused by the gate propagation delay of the DFF
output clear pulse. When the PLL is phase locked in its steady state, it is important
that the net charge delivered to the loop filter is zero when both the up and down signal

are active. Because the up and down signals will trigger with every reference cycle, then,
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Figure 9.6: The charge pump circuit.

for the control voltage across the integrating loop filter to remain at its average locked
value, then the total net charges sourced and sank from the charge pump need to be
exactly equal to each other.

With the circuit in Fig. 9.6, M3A is diode connected, so its Vs will always be equal
to about the device Vy,, whereas the M3B drain voltage is the output control voltage.
Because of channel length modulation, if the Vj, voltages of the M2A:M2B mirror and
the M3A:M3B mirror are not equal, this will cause a mismatch of current flow through
the two branches. A problem arises if the unequal Vs drain voltages cause the current
mirrors M2A:M2B and M3A:M3B to sink and source unequal amounts of current to the
charge pump output node.

If the current from the current references are not equal, then the up and down
pulses will require two unequal on time durations so that equal amounts of charge will
be sourced and sank from the loop filter. Fig. 9.7 shows how maintaining an average
VCO control voltage, which will maintain an average input to output frequency ratio,
will require a static phase offset A¢, and that at every reference period update, the
unequal spike of current sourced and sank from the loop filter will cause a spike in
the VCO control voltage Viontrol which gets modulated onto the output every reference
period cycle.

To correct this mismatch in drain current, the charge pump in Fig. 9.8 uses a
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Figure 9.7: The VCO control voltage effects from unequal charge pump current biasing.
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Figure 9.8: The improved charge pump circuit with active branch current matching.

feedback amplifier to drive the M3 gates to keep the M2A and M2B (and M3,,) drain
voltages at equal potential. By keeping the drain voltages equal, even with the effects
of channel length modulation, because the M2 and M3 mirror devices have the same
Vis, Vys, and Vi, they should also have equal values for Iz,. In Fig. 9.8, as the CP
output node potential goes up or down, a differential voltage will be generated across
the OTA’s input ports. This differential input voltage will cause the OTA to drive the
gates of M3 up or down until the A and B side branch potentials are equal. The OTA
is a single stage, single pole amplifier, and the feedback path has a second pole from the
M3 output device. To ensure stability, a feedback capacitor and zero nulling resistor

are used to split the OTA’s output pole from the M3 device’s pole.
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9.2.3 The Divide by N Current Mirror

In Fig. 9.8, the M2 current mirrors are biased by a divide by N current mirror which
uses the VCO drive current as the source reference. The divide by N current mirror
reference used for this design is based on the circuit from [48], but several changes have

been made to improve matching and reduce the power consumption.

x1 x2 x4 1:16
Vcontrol
Mbias b— b—q llvco
DIS! Dm Dl
I 1

To Charge Pump

I

Figure 9.9: The charge pump’s inversely linear current reference mirror.

To help improve matching between the current reference and the charge pump, the
divide by N current mirror, Fig. 9.9, uses P devices as the current mirrors. This is done
because of the M1 switch matching transistors of the charge pump (Fig. 9.8), which
act like source degeneration resistors. For good current matching, the M2A and M2B
device V,, voltages need to be equal to each other, and this can only happen if the
M1A and M1B devices have the same V. If the inverse-linear bias generator were to
use N-devices as the ratioed current mirrors to generate a bias voltage for the charge
pump M2 devices, then each transistor of the inverse current mirror would need a source
degeneration transistor to match the effect of the M1 device of the charge pump. On
top of this, each of these source degeneration transistors would need to be proportional
to N to get the appropriate voltage drop as different values of bias current flow through
the charge pump.

The circuit from Fig. 9.9 ensures that the inverse linear switched current mirror is
properly scaled to the VCO drive current reference source, and the output current is
fed to the charge pump which has its own symmetrically matched current mirror. To
reduce the power consumption, a current divider prescaler is used to divide down the

VCO current by 16:1. This prescaled reference current of I, /16 is then mirrored over

152



9.2 The PLL Control Blocks

to Mbias with a scale factor of 16/N (N=1 for D[8:0]=9’b000000000, and 16/512 for
D[8:0]—=9’b111111111)

The inverse linear current mirror works by sourcing the reference current through
a variable width, diode connected, MOSFET. When the N-divider ratio is N=1, then
only the always on transistor is flowing current which generates the greatest Mbias gate
overdrive voltage which sources the greatest amount of current to the charge pump.
When the divide ratio is N=512, then the effective channel W/L is the sum of all of the
transistor widths. This wide transistor flowing the VCO reference current generates a
smaller gate overdrive voltage which sources a smaller amount of current to the charge
pump. In this fashion, the charge pump current, I.,, is inversely related to the VCO
current reference by the PLL divider ratio.

Using the previously derived current scaling factor, N, (9.25), the self biased PLL
design requires the charge pump current to VCO drive current ratio to be

I,
= .
Naiy

Iep
To verify the ratios of the divide by N current mirror, the transfer function from the
VCO drive current to charge pump current I, for N=180 (D[8:0]=9’b010110011) is

Lp| _ b ! 16= v
Plpis=9b010110011 16 \ 64(2) +8(4+2) +2+1+1 ~180°

9.2.4 The Loop Filter

The loop filter is a series RC network with a capacitance Cj, and the resistor, Ry, is a
triode MOSFET device.
Starting with determining the value for Cj, the dynamic power consumption of a
ring oscillator VCO is
P=1V = fC,V2, (9.27)
and this can be used to find the value for C,. Cj is determined by designing the VCO to
meet the system noise requirements, and then verified by post layout simulation results.
After the VCO has been designed and layed out, a few quick post layout simulations
which include the layout parasitics will supply the designer with the f, I, and V, which

makes verifying the value for C, and therefore also Cj quite trivial.

wn \ 2
le = OKCV <wref>
21w
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For finding the loop filter resistor W/L ratio, unlike the charge pump current which
is supposed to be inverse-linear scaled with the divide ratio, the loop filter resistor is
supposed to be scaled linearly with the divide by N ratio. The derivation of the self
biased PLL calls for a triode MOSFET resistor with a W/L ratio which scales linearly

with the divide by N ratio.
I/Vlf o Wv B

Ly B Ly Ndiv‘
The strength of this loop filter resistor formula is that it shows that, once a suitable

sized triode MOSFET is found for a particular V,, and Ngjy, then to maintain self biased

operation, the resistor only needs to be scaled by N to maintain self biased operation.

Vcontrol

el o ot ot o i « e ~ S - - =

Figure 9.10: The loop filter resistor.

Because the VCO uses standard threshold voltage devices, and Ry uses a low thresh-
old voltage device, the Ry W and L will not be scaled directly from the VCO devices.
Instead, setting ¢ = 1 and combining (9.10), (9.14), and (9.27), the value for Ry as a
function of the VCO'’s Iy, V4, and Cy, and the Cir and Ngjy is derived (9.28).

Nep
- V/C
“n =\ N, C Fev G

2

R p—

s wnCie
R _ i i Ndiv le

7 G fo /NepCy

2N4giv 1

Rie = 9.28

’ fv aCyCie ( )

Whichever value is used for Ng;y, the resistance of the ladder in Fig. 9.10 must equal

the calculated Rjf when programmed with the same Ng;y .

9.2.5 Replica Bias Feedback Regulator

TODO: describe the replica bias and the PSRR benefits
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9.2.6 The Phase Forwarding Ring Oscillator

The ring oscillator used for this design is an 8 stage ring oscillator which uses phase
forwarding to achieve high speed oscillation with low power supply requirements. This
method of generating precise delays, in this case 8 discrete phase values for 8-PSK data
modulation, comes from [50]. This VCO is based on |50, but the individual delay cells
have been made from simple supply regulated CMOS inverters instead of delay cells
which require a supply voltage plus two bias control voltage potentials.

Most times, a ring oscillator is constructed using an odd number of stages so that
the ring will start oscillating. This is because an inverter ring with an even number
of stages will usually latch to its stable state of alternating 1’s and 0’s. Unfortunately,
using an odd number of stages does not lend itself very well to creating an even number
of phase steps. So, the design goal was to get an inverter ring oscillator with an even
number of stages to oscillate by effectively turning it into a bunch of interleaved 3 stage
ring oscillators like in Fig. 9.11. The inverter in Fig. 9.11 is an 8 stage oscillator, but

the architecture can be applied to any ring oscillator with an even number of stages.

PR P
e e

v v v v v v v v v
®=0 d=3m/4 O=311/2 P=1/4 b= O&=7m/4 P=m/2 D=51/4 D=0

€
P>

Figure 9.11: The phase forwarding 8-stage ring oscillator will generated 8 accurately
spaced phase steps.

The phase delay at each stage of an N count inverter ring oscillator is 27 /N, which
means that there is a rising edge and a falling edge circling around the the ring oscillator
evenly spaced N/2 stages apart. This makes the ring oscillator an N stage differential
ring oscillator. For symmetric load matching around the ring oscillator, each oscillator

stage has an output buffer for driving the clock fanout. The 8 differential stage outputs
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are applied to a multiplexer for digital data symbol to 8-PSK phase modulation of the
RF transmit LC oscillator, and one stage output is fed back to the PFD for phase error

correction.

9.2.7 The Extended Modulus Divider

The circuit used for the PLL’s divide by N block is a modulus +2/3 divider [51], which
is made up of 8 divider blocks which can each be programmed to divide its input clock
by either 2 or 3 counts. The first two divider cells do not have the added loop shortening
control logic which the last 6 stages have, and these cells determine the lowest divide
ratio of 22, and the maximum divide ratio of the 8-cell divider is 287! — 1 = 511. The
implant’s sampling electronics have been designed to work with reference frequencies of
2, 4, 8, and 16 MHz, so using divide ratios from 4 to 511 gives a possible PLL output
frequency range of 8 to 8176 MHz, but there is no intention of having the chip operate
at frequencies much less than 100 MHz of much greater than 1 GHz.

®din » —p] a » » » » »
+2/3 +2/3 +2/3 +2/3 +2/3 +2/3 +2/3 +2/3
dout +— l— 41@_ <—T
— D,
D, D, D, D, D, D, D, D,

Figure 9.12: The 6 stage, extended modulus 2/3 divider block. The divide range is from
22 =4 to 28! — 1 =511,

The +2/3 cell structure and schematic are given in Fig. 9.13. The block diagram of
the +2/3 cell is given in Fig. 9.13a. DFF1 from the +2/3 cell divides the input clock by
2. If the MOD __IN signal is high, then DFF2 will clock the result of the DFF1 divide
by 2 operation out onto MOD OUT. As long as the +2/3 cell’s D, input is low, then
DFF1 will toggle every input clock cycle. However, when the D, input is high, then,
when MOD OUT goes high, DFF1’s AND gate logic will disable the toggle operation
for one clock cycle, which results in the +2/3 cell having a divide by 3 ratio.

The schematic of the +2/3 cell is given in Fig. 9.13b. Fast divider circuits are often
constructed using common mode logic (CML) latches because of their higher speed and
lower power consumption at very high frequencies when compared to latches imple-
mented with digital logic [51]. However, this PLL is expected to operate at frequencies

up to only about 1 GHz, and, for this reason, the StrongARM latch [27] has been
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Figure 9.13: The PLL divider divide by 2 or 3 cell.
a) The block diagram of the +2/3 cell.
b) The schematic of the AND gate input StrongARM latch.

chosen instead of the CML latch. A CML latch would have a constant static power
consumption regardless of its operating frequency, but the StrongARM latch’s power
consumption is linearly proportional to the switching frequency and can be quite low at
low frequencies. The AND gate and the latch logic are integrated together into a single
combined device by integrating an NMOS logic AND gate into the StrongARM latch’s

differential pair input decision circuitry.

9.3 The PLL Phase Noise Analysis

The PLL block diagram with the various noise sources is given in Fig. 9.14.

anref qDnPFD InCP VnLF q)VCO
+ | r-f\ sR.C+1 ﬁ\ ﬁ\
> do |y I > 21K, > > +b
(Din PFD " 21‘_’[ " sC, U 5 4NV > q)out q)nmse
A (D
- nDIVN

« 1

" | N

Figure 9.14: The PLL block diagram
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Starting with the PLL’s transfer function,

)
H(s) = Tt - G0
in 1+ N
where
1 RyCyr+1 2rK
G(S):Q shysCif + Ty
27 sCit s
is the forward gain and N is the divide ratio, the various noise transfer functions are:
<I>2
—ogerel — FT2(s) (9.29)
(pnref
(1)2
0121tonD _ H2(3) (9.30)
@l pFD
D2
(I()an nDIVN __ —H2(s) (9.31)
nDIVN
‘1)2 ‘ ) 2
0121tncp — H2(S) <7T> (932)
InCP ICP
(pgllt LF 2 ( 2m >2 < SC]f >2
—= =H(s) | — —_ 9.33
VZe (®) cp sRyiCyr + 1 (9.33)

P2 2m \ 2 2 2 1
ogtnvco — H2(s) <7T> < sCit > ( s > _ i (9.34)
(I)nVCO Icp sRiCie+ 1 2r K (1 + %)

The first four noise sources, (9.29) through (9.32), have the same bandwidth charac-
teristics as the PLL loop itself, except that (9.32) is scaled by the inverse of the charge
pump gain. These PLL source looking transfer functions are plotted in Fig. 9.15 for
N =125 and 27 /Icp = 3.2 (the value chosen for 2w /Icp was purely arbitrary, just to
create a nicely scaled plot). The transfer functions are effectively a low pass filter with
bandwidth wy,, so reducing the loop bandwidth will reduce the bandwidth integrated
noise from these noise sources.

The transfer function for the loop filter noise is the charge pump transfer function
multiplied by the inverse of the loop filter impedance (9.33). The loop filter’s inverse
impedance is of the form s/(s + 1) which is essentially a high pass filter. The result-
ing loop filter noise transfer function, (9.33), is simply a bandpass filter with center

frequency around w, as in Fig. 9.16.
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Figure 9.15: The PLL source looking noise transfer functions (9.29) through (9.32).
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Figure 9.16: The PLL loop filter noise transfer function.

The VCO noise transfer function is the loop filter transfer function multiplied by
the inverse gain of the VCO block 9.34. The VCO block’s inverse gain, s/(27K,), is a
20dB/decade ramp with a zero at DC indicating infinite DC feedback. When the VCO
inverse gain block is multiplied with the loop filter noise transfer function, the resulting
VCO noise transfer function, (9.34), is a ramp rising at 40dB/dec until about w,, where
the loop filter’s bandpass transfer function gain starts to fall at 20dB/dec. After wy,
the VCO noise transfer function flattens out, Fig. 9.17, and all phase noise from the

VCO makes it to the PLL output.
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Figure 9.17: The PLL VCO noise transfer functions.

In contrast to how the reference phase noise sources’ total integrated noise output
can be reduced by reducing the loop bandwidth, the loop filter transfer function looks
bandpass in nature with a center frequency at the PLL loop’s 1/ RjsCys = wy, /2 frequency,
and its noise is not greatly effected by the overall loop bandwidth. Contrary to the
reference noise sources, reducing the PLL bandwidth by making the G(s) smaller, will
allow more of the VCO noise to make it to the PLL output (9.34). This is the required
compromise when allocating the available noise budget to the various PLL components,
reducing w, reduces the source looking noise, but increases the VCO noise and vica
versa.

The reference source is a low jitter crystal reference, and its phase noise can be
pretty much ignored because it is small and consists mostly of low frequency phase
noise occurring at frequencies much less than the PLL loop’s wy,. Also, because the PLL
transmitter and the external base station use coherent data modulation/demodulation
which are both referenced from the same crystal oscillator, the effects from the low
frequency reference phase noise will be greatly suppressed by the PLL’s infinite DC
gain. The phase noise from the crystal reference will be approximated to zero, and the
PLL active electronics will be designed to meet the phase noise requirements of the

wireless link.
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9.3 The PLL Phase Noise Analysis

9.3.1 The Digital Gate Noise Sources

The phase noise generated by the PFD, divider, and VCO is a result of the variance
in the edge crossings of the digital gates inside each of those blocks. The digital gate
white noise comes from two different mechanisms. For the CMOS gate, one source of
timing noise comes from the device when it is in its on or off state, and the other source
of noise is the 4ktygm noise when the gate is switching from high to low [52]. To be
able to calculate how much phase noise each of these blocks will produce at the PLL’s
output node, it is first necessary to derive formulas which characterize the amount of

timing jitter variance each of the respective noise sources will produce.

9.3.1.1 kT/C Gate Noise

The kT /C noise when the gate is either on or off doesn’t affect the digital output while
the device is on or off, but it does have an impact as to when exactly the gate output
crosses the switching threshold. Fig. 9.18 shows how the kT /C noise voltage variance,
o2, affects the actual point in time where the gate output crosses the switching threshold
for the next gate. The main point to take away from Fig. 9.18 is that in the on or off
state, the noise from the triode MOSFET is the typical ¥T/C noise, where C is the

output load capacitance.

A
J o’ =kT/C,, dV _
<_> dt - Cout
| Vout Vo, =kT/C,,, V2ﬂ .....
Cout Coul —I =
" | | R
G, time

Figure 9.18: The digital gate on or off state noise contribution.

Using Fig. 9.18, a noise analysis can be performed which will help to characterize
the timing jitter versus dynamic power consumption as a function of the digital gate

size. Frequency jitter arises from the timing variance, o2, when the output actually

2

crosses the switching threshold. The timing variance for one edge transition, oj dge? is
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caused by the voltage variance, o2, divided by the square of the fall time slope I, /Cous-

, kT
g, =
v
Cout
2
2 _ Oy
tedge I 2
on
< Cout )
kT
2 Cout

02 _ kj Cout
bedge 1 on I on

The factor Coyt/Ion is the reciprocal of the slope, dt/dV, and if dt is the total the fall

time, tp,y, for the entire gate output voltage swing Vg — 0 transition, then dV = Vyqy

and
Cout _ @
Ion Vdd

Otedge — mtﬁzll‘

So far, the timing variance for one edge transition of a single gate has been has been

derived, but the goal is to calculate the time variance for the frequency jitter of the

CMOS inverter gate ring oscillator. Because 1 Hz requires two edge transitions per

timing period, the jitter timing variance of an oscillator is 2 times the edge jitter of the
single gate (9.35).

of = 2&[%” (9.35)

(9.35) is the jitter noise which is caused by the thermal noise which is sampled onto

the output capacitance at the time when the gate is told to switch states. What the

formula shows is, the timing variance is inversely proportional to the amount of power

the gate consumes during switching, and it is linearly proportional to the transition fall

time. This is the generally expected result, reducing the noise requires more power.

9.3.1.2 4kTygm Gate Noise

There is also timing variance which comes from the transistors during the switching
transition. Fig. 9.19 will be used for determining the amount of jitter noise caused by

the MOSFET noise current as it is switching.
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Figure 9.19: The digital gate on or off state noise contribution.

v

Unlike the noise from Fig. 9.18 which had all of the noise from the very beginning
of the high to low transition, the slewing noise in Fig. 9.19 starts out with zero noise,
and the noise current is integrated onto the output cap as the device transitions from
high to low.

Starting by finding the transition slopes for both the noisy and the noiseless tran-
sitions, then finding the difference between the noise and the noiseless slope, and then
normalizing that slope difference against the nominal noiseless slope gives the amount
of impact the noise current has on the noise free slope (9.36). The result is that the
relative amount of time variance that the noise current has on the amount of time it
takes for the output voltage to cross the Vyy/2 transition threshold is just the ratio of
noise current to the nominal gate current.

dvnoisy _ Ion + Inoise
dt Cout

anoiseless _ Ion
dt Cout

av Inoise
Al ) =
< dt ) Cout

A (%) Inoise
anodi;eless - IOTL (936)

Multiplying the amount of fall time slope impact (9.36) with the ideal time delay,

tq, and moving into the variance space, gives the total amount of jitter variance (9.37).

02 — Iv%oise t2 (9 37)
tedge I2 d .
on

163



9. WIRELESS DATA TRANSMISSION

To find the amount of timing jitter variance, o7, the saturation noise current needs to

be derived. The noise current of a MOSFET in saturation is
I? = 4kTygmAf,

where gm = 21;/V,,, and Af is the bandwidth of the noise.

The noise bandwidth is derived from the amount of time that the noise is being
sampled onto the load capacitor. The noise sample period is from the transition start
time to the Vgg/2 CMOS switching point. This transition sample period is marked t4
in Fig. 9.19, and in Nyquist terms, a sample period of t; gives a bandwidth frequency
of 1/2t4. Starting with the MOSFET saturation noise current, the total jitter variance

is for a single edge transition is (9.38).

I%oise = 4kTvgmAf
2l
Vou
1
Af = ——
/ 2tq
2, 1 1
2 on 2
B e
Utedge f)/ ‘/OU 2td IOQH d
2
=4kT t .
7 e ot (9.38)

Just like with (9.35), the total timing noise per period is two times the edge noise,

resulting in a total gm thermal timing noise per oscillation period (9.39).

o2 = 8kT~y tq (9.39)

Vovlon
The slewing noise (9.39) is very similar to (9.35) in the sense that the noise is a function
of the kT thermal energy, inversely proportional to power, and linearly proportional to
the time delay.

Making the assumption that the ring oscillator gates will be sized to give equal
delays from the pull-up and pull-down actions of the P and N-type transistors, and
substituting try = 2tq and tg = 1/(2fy), where f; is the oscillator center frequency,
then (9.35) and (9.39) can be combined to give the total period jitter (9.40).

T (1 2y
2
= 4
o .5 <‘,V+Vov> (9.40)
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9.4 The PLL Control Block Phase Noise Contributions

Each control block of the PLL loop generates noise which adds to the total output
phase noise of the PLL. The current noise from the charge pump, II%CP, and the voltage
noise from the loop filter, Vn2LF7 can be calculated using the standard 4kT R thermal
noise energy calculations. The other three blocks of the PLL, the PFD, divider, and
the VCO, each generate noise on their rising and falling edges, and their phase noise
contribution will be calculated by determining how much edge jitter is generated by

their gate device thermal noise.

9.4.1 The PFD Phase Noise

The PFD phase noise comes from phase propagation through the digital gates of the of
the PFD (Fig. 9.20).
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Figure 9.20: The gate level PFD circuit.

A noise analysis could be used to determine the amount noise jitter that the gates
would produce based on the number of edge propagations from input to output. How-
ever, this PFD uses gates from the standard cell library, and it was deemed more time
effective to construct the PFD and measure the phase noise of the constructed circuit.

Using this method, the drive strength of the gates of the PFD circuit can be increased
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as necessary, until the phase noise of the PFD is small enough to have only a negligible

effect on the overall PLL output phase noise.

9.4.2 The Charge Pump Phase Noise

The noise from the charge pump comes mostly from the thermal noise of two current
sourcing transistors, M2 and M3, when they are sourcing current to the loop filter
node. The M1 and M4 devices are either full on or full off and do not source significant
noise current when compared to M2 and M3. The noise from M2 and M3 is the usual

MOSFET 4kT~gm white noise plus the flicker noise current (9.52).

Aqu
.V“S q 4kTygm,

I, =4kTy(gm,+gm.)
————>

Oref o—]

Vdd}—+:

b e— y !
o— 1| m2B 4KTygm,
Down
M1B

Figure 9.21: The charge pump schematic with noise sources.

As the PLL is bringing itself into lock, the current source transistors source current
and noise to the CP output. But, because the PLL is not yet locked, the noise current
generated during this mode of operation is not of much concern. Instead, the noise
generated under the steady state PLL locked condition will be evaluated.

The charge pump is driven by a phase frequency detector which employs a reset
pulse delay for reducing the dead-zone period. When the PLL is in lock and both the
reference and the feedback signals are reaching the PFD at the same time, then the Up
and Down signals will both be active for a short period of time (Fig. 9.4). For this short

period of time, the charge pump current, I, is sourced by M3 and sank by M2, for

Cp?
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a net output current of zero Amperes plus the sum of the two uncorrelated MOSFET

noise currents. The value of the charge pump white noise current during the delay is
L2 e = KTy (gma + gmz) A f. (9.41)

The delay period is topn, and if both of the source transistors are operating with equal
transconductance efficiency values of 7y, , = gm/Ie, (the MOSFET gm efficiency
normally ranges between 10 and 30), then, for Af = 1/(2t,y,), the charge pump noise

current can be given as a function of Icp (9.42).

Igcpwhite = 4kT7(2nngCP) 2t (942)
on
|2
I iec™ AKTY(gm,+gm;)AF
T 2 » |
< Tzref )
2
Q2 d_9=|2n0ise
Q2.=|2.t2 A dt
»t
|
< Tzref )

Figure 9.22: The charge pump noise generation mechanism

The term toy is the length of time that the locked PLL charge pump is conducting
current, and is determined through simulation (this PFD has 400ps of dead time).
This creates a noise current pulse with (9.42) amount of noise current occurring once
every PLL reference clock cycle. In Fig 9.22, each pulse of noise current results in the
generation of a packet of noise charge every reference clock cycle. The noise charge per
reference period divided by the reference period duration, Tief, gives an average charge

pump noise current of (9.43).

167



9. WIRELESS DATA TRANSMISSION

1
Igcppulse = 4kT7(779mICP ) 3

ton
2 2 t2
I =71 fon
nCPwhite nCPpulse <Tr26f>
t
Bep.,. = KT (ngmlop) <T2) (9.43)
ref

The charge pump flicker noise current can be modeled with the empirically derived
formula (9.52) (the derivation is given in Sec. 9.4.4.2). Integrating the flicker noise
current up to the the flicker noise corner, and averaging the noise current from the ¢,y

pulse over the T;er duration results in the total integrated flicker noise current of (9.44).

16 KF(ngmlIcp)? t2
I? = IR In(fy) [ 22 9.44
nCPﬂiCker 3 Cgsz n(fhl) Tr2ef ( )

Combining (9.32), (9.43), and (9.44) results in the total integrated charge pump
noise current induced PLL phase noise (9.45).

ATy, (ten\ 16 KFn,, 2
B2, = H%(s)(2m)? (7’7( 0 >+3 - il m(fhi)( o )) (9.45)

2 2
Icp Tiet gsNP e

The end result of (9.45) is that to reduce the phase noise from the charge pump, it is

necessary to:
o Increase Icp, which consumes more system power.

e Decrease ton, which requires faster gates in the PFD, which requires more system

power.

e Increase Tyer, which will, however, reduce the reference frequency which will in

turn require greater PLL phase multiplication.

e Reduce 74, which will increase the device saturation voltage thereby reducing

the effective operating range of the charge pump.

9.4.3 The Loop Filter Noise

The noise voltage from the loop filter is simply the 4kT R noise of the loop filter’s

resister. The noise equivalent circuit for the loop filter is given in Fig. 9.23.
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Figure 9.23: The loop filter equivalent noise circuit

4KTR,

When the resistor noise voltage is driving an infinite impedance, the loop filter noise

voltage is either zero at DC, or 4kT Ry (9.46).

2
o0

‘/lf2 - 4kTR1f sRiCis+1
o0 + ( sCig )

2
VE = AKT Ry ( Cigoo )

sChfoo 4+ sRyeCie + 1

9 0 if jw=0
Vit = s (9.46)
4kT Ry if jw#0

9.4.4 The VCO Phase Noise

The VCO phase noise is usually characterized using two different frequency zones as
in Fig. 9.24. There is a white noise component which follows a 1/f? slope, and it is
the dominant noise at higher offset frequencies. There is also a flicker noise component
which follows a 1/f3 slope, and it is the dominant frequency at lower values of offset

frequency.

9.4.4.1 The VCO 1/f? Phase Noise Content

To determine how much phase noise the oscillator will produce, it is necessary to convert
the jitter timing variance, o2, into an expression for the phase noise variance. According
to [52], the single sideband (SSB) phase noise power spectral density (PSD) can be

derived from the jitter variance as (9.47).

3
L(f) = 03?2 (9.47)
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Figure 9.24: The VCO phase noise composition.

Combining (9.40) and (9.47), and setting the gate overdrive voltage equal to the VCO

control voltage Vg, = Vi, results in an inverter ring oscillator SSB phase noise of (9.48).

2 | 2kT 2
L(f) = (J;> IaTs (1 + _%}1)] (9.48)

This PSD function shows that the amount of phase noise from the white noise jitter is

a function of the VCO frequency, fy, the amount of power consumed by the ring, I, V4
and the process parameters y and V. The result of this conclusion is that increasing
the number of stages while decreasing the load per stage does not affect the phase noise

as long as the center frequency and power consumption remain constant.

9.4.4.2 The VCO 1/f3 Phase Noise Content

The flicker noise component of the gate jitter noise causes low frequency shifts in the
oscillator frequency which lasts for several oscillation periods. This low frequency mul-

tiplicative phase noise is modeled using the narrow band FM expression [53, 54|

L(f) = 4}2K35¢(f) (9.49)

which gives the phase noise PSD as a function of the VCO gain, K, and the control

signal variance, S.(f). To find the phase noise from the flicker noise current, the VCO
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control signal variance is equated to the flicker noise current

Sc(f) = Iﬂ?lcker :

To know how much phase noise comes from the flicker noise current requires first

deriving the VCO'’s transfer function with respect changes in its supply current (9.50).

dfy
KVI = dilv
d ([ I,
Ky = —
Tl <CVVV>
1 Iy
Ky, = = .
v —I (9.50)

Substituting (9.50) into (9.49) results in the phase noise PSD expression as a function

of the flicker noise current (9.51)

_ L (RY
=g (1) T 051)

Empirical measurement results are used to model the MOSFET device flicker noise
current with the following flicker noise model formula [53].

2
2. = m (9.52)
Using this flicker noise formula and Spectre AC/.Noise simulations, the values for K F)
and K F,, for this technology under the expected operating conditions were found to be
about 4(1072%) and 6(10~2*) respectively.
For each VCO oscillation cycle, there is flicker noise generated by both the N devices

and the P devices ) )
9 B KFNgmN KFPng

r .=
flicker CgSNf CgSPf
Making the following approximations helps to simplify the noise calculations.

KF,=KF, = KF ~6(10"%*)
gmy = gmy = gm

v
CgsN,P - CoacWN,PLN,P

Designing the VCO stages so that the pull up and pull down drive strengths are equal,
the P and N-Type devices will have their gate areas scaled to a roughly 3:1 ratio.

Cysp = 3Cysy-
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For minimum channel length devices operating in velocity saturation, the Cys, to Cysy
scaling would be closer to 1:1, but, as will be shown at the end of the derivation, using
longer channel length devices, even though they reduce the MOSFET f;, help to reduce
the 1/f flicker noise.

Applying these approximations to the flicker noise formula, (9.52), results in a flicker

noise current of (9.53)

Cy = Cyop + Cyax

C
CQSN = ZV
3C.
CgsP = 4V
9 KFgm? [ 1 1
Iﬂzcker = f g + 3Cy
4 4
9 16 K Fgm?

flicker = ? Cvf (953)

Substituting (9.53) into (9.51) gives the phase noise PSD from the flicker noise jitter
as (9.54).

1 (16 KFgm?®
=17 (1) 5 eF
m2 2

The insight gained from (9.54) is that the phase noise from the flicker jitter is reduced
by either driving a larger capacitance, which costs more power, or by reducing gm/I,
transconductance efficiency (smaller W /L ratios), which will also cost more power to get
the same VCO speed. Substituting I, = C, V4 f, and deriving (9.54) a little bit further
results in a function for the flicker phase noise PSD which is a function of operating

frequency and the VCO power consumption.
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4KF gm? f2?

=376 VL
4 KF gm\? | f2
=310 <2Cv> bz
substituting f, = éng
16K F v 2
£(f)=—3 (vav%f@ (9.55)

Summing (9.48) and (9.55) results in the VCO phase noise PSD given as a function
of oscillation frequency and the VCO power consumption, P, = I, V4, (9.56).

fo\? 2kT 2y 16KF [ f, \ f2
o[855 (o2 - P42 ()
f) L\ 1T 3 \LW/f?

(?’)2 <2kT <1+1_27“/;51>+16§(F <J;V)>] 950

The PSD equation can also be used to find the 1/ f noise corner frequency by equat-

1

8 =5

ing the white noise and flicker noise to each other and solving for f.

Vin
1t

< 1 ) B SKF f,

P comer gy <1 N 2w>

The solution to (9.56) requires knowing the value for KF, V4, and y prior to solving

for the phase noise. If these values are unknown, a fairly decent starting point is

to assume that KF is at most 10723, Vj;, ~ 1/4Vy4 of the technology, and that 7y is

2/3 for long channel up to about 1 for short channel (120nm) devices. With these

initial starting value approximations, an iterative process of designing a test VCO and

performing AC/.Noise analysis on devices biased under the VCO operating conditions

will quickly produce the KF, vy, and V};, coefficients which can be used in subsequent
noise analyses.

Fig. 9.25 shows a few plots where a VCO has been constructed in Cadence design

framework, and a pss./pnoise simulation has been run to generate a PSD plot of the
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Figure 9.25: VCO noise simulations comparing the Cadence Spectre simulation results
with the derived VCO noise solution to (9.56).

VCO simulation results. In Fig. 9.25, the Spectre PSD simulation results and the
solution to (9.56) for various VCO’s are plotted together for comparison. The first
three simulations are the same VCO at different operating frequencies, and the last
three simulations are three different VCO’s at about the same frequency but with three

different power consumption levels.

9.4.5 The Divider Phase Noise

The divider phase noise comes from the digital gate switching noise. The extended
modulus divider has several daisy chained +2/3 cells to perform the divide operation,
but MOD _OU'T’s result is stored in a register and it is clocked out by the VCO output.
The reduces the gate propagation from the VCO output to the PFD input to only one
gate. Having only one gate of propagation delay helps to keep the divider phase noise

down to very small values.
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Figure 9.26: The PLL Divider Circuit.
a) The modulus divider.

b) The +2/3 divider cell.

c¢) The StrongARM latch based DFF.

9.4.6 RF Link Noise Budgeting

To know how much phase noise the PLL is allowed to produce, the minimum signal to
noise ratio at the receive electronics must be derived. The goal is to transmit 8 Mbps
of data from the implant to a receiver located 3 meters away using 8-PSK modulation.
The first step is to determine how much signal to noise is required for the receiver to
be able to demodulate the data from the carrier.

To be able to extract information from the signal, the received signal energy needs
to be greater than the noise floor of the receiver, and how much greater depends on the
modulation scheme which is employed. The data transmission scheme employed by the
implant is a 8-ary phase shift keying (8-PSK) modulation [55]. This modulation scheme
is not the most spectrally efficient, but because of the circuit structure of the PLL’s

VCO, it is one of the most easily implemented methods of modulation. The function
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which describes the probability of symbol error versus the signal to noise ratio of the

received signal is:

1 42 | FE T
P, =— e 2du where u =4/2— sin (—) .
. V2T /u Ny M

The term E5/Ny is the signal to noise ratio (SNR) of the transmitted signal as a function

of the energy per symbol, Fs, to the received signal’s noise content, Np.

10° F

107 ¢
10" ¢
10™ +
10" +
107 |
10%

Probabilitity of symbol Error (Pg)

Receive Signal SNR= %

0

Figure 9.27: The probability of symbol transmission error for 4, 8, and 16 M-ary PSK
modulation vs. SNR.

Plotting P, vs. Es/Ny, Fig. 9.27, will give the received power signal to noise ratio
required for various M-ary modulation types for differing levels of bit error probability

rates. According to Fig. 9.27, an SNR of about

E,
— =20dB
Ly 0

will give about 1 symbol error for every 107 symbol transmissions. From the required
receiver Ey /Ny ratio, the RF carrier energy to noise energy ratio, C'/N, for the expected

bandwidth will be

C E
1010g10 <N> = 1010g10 <]\[S> + 1010g10 <§> s
0

where fs is the symbol rate, and B is the channel bandwidth. The implant’s RF carrier

maximum expected symbol rate to its required channel bandwidth will add about 3dB
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of signal to noise ratio requirement. This results in an RF carrier to noise ratio, C/N,

of (9.57).

8 Mbps
= ~ 2.67 Msymbol d
fs 3 bits per symbol SYHIDOTS per secon
B =2f;
C 1
10logy <N> = 20dB — 10log; <2> dB = 23dB (9.57)

The received signal to noise ratio will be further degraded by the noise factor, N F,
of the receiver electronics. This noise factor can be as low as 3dB, and most receiver’s
noise factors are much less than 10dB. To be on the safe side, the receiver’s noise factor
for this link will be set at

NF =10dB.

The last step in determining what signal strength needs to be received by the receiver
is to calculate the kTB thermal noise energy. This thermal noise floor energy is the
amount of noise power that the signal will have to overcome to be able to be demodulated
by the receiver. The thermal noise floor energy is the product of Boltzmann’s constant
k = 1.38(1072J/K), the temperature in Kelvin, T = 300K, and the bandwidth,
B = 2f;

Nirp = 10logyq [1.38(1072%)(300)(2 % 2.67(10%))] ~ —144dBW = —114dBm

For the signal to be demodulated, it must have a signal power which is C/N + NF

greater than Ngrp, so the minimum received power must be greater than
Pripy, = =114+ 23 +10 = —81dBm

Starting with an expression of Friis’ transmission equation [55],

A
thdBm = Prdem - (Gtde + erdB + 2010g10 <47TR/>> ’

a value for the minimum transmitter power, Py, . , can be found as a function of the

minimum receive power, P, the antenna gains, Gy, and G,,, and the propagation

Zmin
loss caused by the the carrier wavelength and transmission distance, A and R.
The receive antenna gain, Gj.,,, for a simple dipole antenna is usually around

1 to 2dB, but for this calculation, it be given a value of 0dB. The transmitter antenna,
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Gtza, because of its small size and location, will probably lose about 90% of its energy
for an antenna gain of -10dB. The read range will be set to 3m, and the maximum
operating frequency will be set at 1 Gz for a wavelength of 0.30m. The resulting

minimum required P, for signal detection is

0.3
Ptdem = 781 - <10 + 0 + 20].Og10 <127T>> ~ *29dBm

This requires an absolute minimum transmission power of about 1uW.

9.5 Meeting the noise requirements

The required SNR, Fig. 9.27, carrier to noise ratio (9.57), and the receive electronics
noise factor all sum together to about 33dB. To ensure that this noise requirement is met
by the transmitting electronics, the PLL will be designed so that its output integrated
phase noise will be less than -33dBc. The PLL output phase noises comes from the
summation of all of the PLL phase noise sources, Fig. 9.28, and each PLL control block
will need to be designed in a way that optimizes its power consumption vs. phase noise

output ratio.

PFD Noise
Divider Noise

CP Noise [ LH*(s) (2|—TT)2

cP

PLL Output Phase Noise

>
LF Noise Vnu-Hz(S)(i_f)z(s(sl%ﬂ)2 ://"

VCO Noise | PreoH'(s) (2—")2(5(53?#&‘;1)2(21'?& 2

lop

Figure 9.28: The summation of the PLL phase noise sources.

9.5.1 The PFD and the Divider

The PFD and divider are digital logic devices, and as was stated earlier, a noise analy-
sis could determine the required gate sizing and power consumption to meet the noise
requirements. However, these devices, even when using minimum sized devices, con-
tribute relatively insignificant amounts of noise when compared to the noise from the

VCO and the charge pump.
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The PFD and the divider were constructed using minimum sized devices, and then
noise simulations were run to get an idea of how much phase noise they will contribute.
The results of the noise simulations, and the PLL output phase noise resulting from
each device’s noise contribution is plotted in Fig. 9.29. The total integrated PLL output
phase noise from the PFD and Divider circuits is well below 100dBc.

-100
150} ©Integrated Noise for PFD + Divider
N
I
S -200f ,
2 .
o PFD Output Noise
~ 250} i
(0] Divider Outp
R
O -300+ ]
zZ
o S
@ %01 Divider Input Noise \
c
O 400l : ‘ : ‘ 1
-450 i i | |
10 10° 10' 10 10 10"

Fregeuncy (Hz)

Figure 9.29: The PLL output phase noise from the PFD and divider noise sources.

9.5.2 The VCO, Charge Pump, and Loop Filter

The loop filter noise voltage is

9 0 if jw=20
Vii =
AKTRy  if jw #0

and the charge pump noise current is

t
I2ep = 8kTY(NgmIcp) (TO; > :

ref
Both of these noise formulas require prior knowledge of Ry and Icp. Because the
PLL is a self-biased design, the actual values of Ry and Icp will be determined by the
VCO design. After a VCO design has been chosen according to its I, Vi, Cy, and fy,
then the Rjr and Icp will be calculated, and the noise impact from the charge pump

and loop filter can be determined.
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Most of the PLL output noise comes from the charge pump and the VCO. Increasing

the loop bandwidth decreases the VCO noise while increasing the charge pump noise,

and reducing the loop bandwidth decreases the charge pump noise while increasing the

VCO noise which makes it to the PLL output. To demonstrate this point, a few Matlab

noise analysis simulations were performed with a PLL designed according to the self

biased design methodology using a VCO running at 1 GHz consuming 200uW of power

referenced from an 8 MHz source. The simulations ran the noise analysis with different

values of wy, /wys and different values of the charge pump current ratio self biasing factor

a (9.13).
50 Integrated Phase 50 Integrated Phase 50
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Figure 9.30: PLL noise simulation results across varying bandwidths and charge pump

currents for fr.y =8 MHz.

The plots show that:

e For wide bandwidth loops (wy,/wyef = 1/10), the total output noise is dominated

by the charge pump and loop filter noise contributions.

e For wide bandwidth loops, increasing the charge pump current (which also reduces

the loop filter resister value) greatly reduces the PLL noise.
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e As the loop bandwidth is made narrower (wj,/wy = 1/100), the noise from the

PLL starts to dominate.

e For very small bandwidth loops (wp/wre = 1/1000), VCO noise dominates, and

increasing charge pump current has very little effect.

Table 9.1: PLL noise simulation results across vary-

ing bandwidth and « ratios showing the charge pump

current and required loop filter capacitance.

:T:f x dBc Icp le
10 | 0.1 | -18.7 | 160nA | 51.6fF
10 | 10 | -57.2 | 16pA | 5.16pF
100 | 0.1 | -17.8 | 160nA | 5.16pF
100 | 10 | -37.4 | 16pA | 516pF
1000 | 0.1 | 1.99 | 160nA | 516pF
1000 | 10 | 1.16 | 16pA | 51.6nF

The goal is to design a low power VCO, and to choose an « design factor and a

PLL loop bandwidth which results in a total integrated noise of less than 33 dBc when

oscillating at 1 GHz referenced from a 2 MHz clock. Using the PLL noise formulas

(Egs. (9.29) through (9.34)), Matlab was used to generate a couple of 3D surface maps,
Fig. 9.31, for a VCO running at 1 GHz consuming 200uW of power. The output of each

plot has been limited to display values for dBc < —33, and Cjr < 12 pF.

Z = Integrated Noise (dBc)

=dBc
o O

z

0.08
006 007 503
X=w/w, 0

(a) 2 MHz reference

Figure 9.31: 3D surface plot of the solution

sources.
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The 3D surface plot in Fig. 9.31a shows the integrated noise of the PLL when
it is referenced from a 2 MHz clock, and Fig. 9.31b is for a PLL with a 16 MHz
reference. From the plots, a value for the self biasing factors, & and wy,/wres, can be
quickly determined as a function of the integrated output noise and the loop bandwidth
tuning parameters. When choosing a value for both of these factors, the compromise
for reducing the noise with larger o« is a linear increase in charge pump current, and a
linear increase in Cy. The noise from the VCO is a dominant noise source for the PLL,
so the PLL should be designed with wide bandwidth.

Fig. 9.31a shows that a VCO which consumes 200uW of power at 1 GHz referenced
from a 2 MHz clock should meet the noise requirements of the wireless data transmission

System.
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Conclusion

In conclusion, the goal of this project work was to develop a system capable of measuring
pressure levels from inside a living body. During the beginning of the project work, a
wireless power transmission system capable of transmitting several hundred microwatts
of wireless power into the abdominal aorta of a 100kg swine was demonstrated. In
February 2012, following the successful in vivo animal test demonstration of proof of
concept, work began on the design of a fully integrated system on chip for measuring
pressure using capacitive pressure sensors. Now, as the project is nearing completion,
the project goal of developing a method for wireless power and data transmission to a
medical implant situated inside a living body has been demonstrated. Also, the first
prototype of the fully integrated system on chip pressure sensor has been delivered
and tested. The chip is capable of sampling pressure with a 0.75 mmHg pressure
resolution at 4 ksps while consuming only 5 pA of current per channel. The signal
conditioning electronics have been measured and verified that the 10-bit noise accuracy
has been achieved, and when sampling at 16 samples per second, the chip is able to
resolve altitude differences in the sum 1 meter range. To measure this small pressure
differential, the implant electronics are able to measure the capacitive pressure sensor

with a capacitive pressure resolution of less than 100 aF.
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