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A B S T R A C T   

Support structures for offshore wind turbines and the corresponding transformer platforms are highly susceptible 
to corrosion. In particular, the phenomenon of pitting is crucial, as it leads to local stress concentrations and thus 
affects the fatigue life of structures. Despite corrosion protection systems, corrosion cannot be completely 
avoided, which can lead to pitting corrosion on the steel surface. This leads to fatigue life reduction, since the 
structures are exposed to high dynamic loads. Local stress concentrations can be considered in local concepts but 
so far, corrosion effects in local concepts are insufficiently defined. Hence, this paper aims to investigate the 
impact of pitting corrosion and the corresponding stress concentration on the fatigue life endurance of structural 
steel, used for offshore wind support structures. For this purpose, a total of 36 pre-corroded specimens with 
pitting were tested against fatigue failure and monitored with Digital Image Correlation. In addition, the spec
imens were scanned with a high-resolution 3D scanner and converted to numerical models by reverse engi
neering, to determine the stress concentrations on the surface. In most cases the hotspots from the numerical 
model coincide with the crack location detected with Digital Image Correlation. The notch effect has a significant 
impact on the crack location and crack path.   

1. Introduction 

Support structures for offshore wind turbines (OWTs) are mainly 
made of steel and are highly susceptible to corrosion under maritime 
environmental conditions. Therefore, special requirements are set for 
the corrosion protection of OWTs [1,2]. Despite corrosion protection 
systems, corrosion cannot be completely avoided. Repairs of the corro
sion protection system or even recoating of the support structures at sea 
are not feasible. For the technical assessment of further operation after 
(partial) failure of the corrosion protection system, the remaining ser
vice life under damaged corrosion protection must be determined reli
ably. Beside this, there is a growing interest in optimized design of 
support structures, due to the progressing use of the seas and associated 
cost increases. Both can be achieved by using more sophisticated fatigue 
strength concepts like the notch stress and the notch strain concept. 

Corrosion causes thickness reduction due to uniform corrosion and 
local stress concentrations due to pitting. There is reliable knowledge 
about the thickness loss over time for different locations of the OWT 
[1,3], which are addressed in the standards as corrosion allowance 

[1,4]. The more crucial issue is pitting corrosion, were pits act like small 
notches and cause local stress concentrations [5–11]. This leads to fa
tigue life reduction, since the structures are exposed to high dynamic 
loads. Local stress concentrations can be considered in local [12–20], 
but so far, corrosion effects in local concepts are insufficiently defined. 

In case of OWTs, different design standards [21–23] exist for fatigue 
issues. According to DNV, the fatigue design is predominantly carried 
out with the nominal stress concept, partly also with the structural stress 
concept [22]. There are different stress-life (SN) curves for the envi
ronmental condition Air, Cathodic Protection (CP) and Free Corrosion 
(FC). In the design of OWTs, a fully intact corrosion protection is 
assumed and therefore the SN-curves for Air are applied. From the point 
of time when there is no fully intact corrosion protection, the SN-curve 
for FC is used as a conservative approach for determining the (remain
ing) service life [24]. The SN-curves for CP and FC are derived from SN- 
curves for Air by reducing the SN-curves with the so-called Environment 
Reduction Factor (ERF) [25]. For the CP case, the design ERF is 2.5, 
while for the FC case ERF is equal to 3.0. These values are based just on a 
few tests performed on welded tubular joints and welded plates [25]. 
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The welded tubular joints had an ERF < 3.0 in all tests, while the welded 
plates achieved values up to ERF = 5.2. Overall, ERF values between 0.8 
and 5.2 were reported, indicating a high degree of scatter. This includes 
not only the scatter from the corrosive environment, but also the weld 
geometry, which is not documented. It is therefore assumed that the 
influence of corrosion on already heavily notched components (tubular 
joints) is smaller than the influence on weakly notched components 
(welded plates). A general reduction with a single ERF value, as carried 
out in the DNV standards, is then neither economical nor on the safe 
side. Hence, in the German BAW standard [26] a distinction between 
heavily and weakly notched components is made. Here, for FAT classes 
above FAT125, the FAT classes have to be reduced by two category 
levels in case of free corrosion, while no reduction is necessary for FAT 
classes below FAT56. Beside this, in the British standard BS 7608 [27] a 
reduction of the ERF depending on the relationship between the existing 
stress and the yield strength is considered. In case of welded specimen, 
where the local stresses are higher than in unwelded components, it 
leads to a reduction of the ERF values. A distinction between welded and 
unwelded specimens is indirectly possible here, while it is missing in 
DNV. However, a consideration of notch stresses with local concepts 
allows a distinction between strongly and mildly notched (corroded) 
components. Hence, in recently published research by Momber et. al. 
[28] a replica technique was developed, which enables the replication of 
the original topography of a corroded surface. This technique in com
bination with the findings of this paper, enables the evaluation of the 
remaining service life of corroded structures by using local concepts. 

Nevertheless, the application of local concepts requires a detailed 
consideration of the impact of corrosion on the service life of structures. 

Impact of corrosion: the service life of structures consists of the 
crack initiation and the crack propagation stage. Corrosion has an 
impact on the material in the crack initiation as well as in the crack 
propagation stage. Due to the acidic conditions under the rust layer, 
reported by Melchers et. al. [29], hydrogen can be produced and diffuse 
into the steel surface. According to Revie and Uhlig [30], and Marcus 

[31] the corrosion process includes an oxygen reaction and a hydrogen 
development process, in which hydrogen is released. The detailed 
chemical reaction process is illustrated in Li et. al. [32]. This leads to 
embrittlement of the material, which has an impact on the ultimate 
material strength as well as on both stages of the service life. Li et. al. 
[32] investigated the mechanical behaviour of low alloy mild steel G250 
on specimen, which were exposed to different acidic conditions in an 
immersion test. With lower pH-values, the ultimate strength and the 
corresponding strain were reduced significantly. Mehmanparast et. al. 
[33] investigated that the crack propagation is two times higher in 
seawater then in air. Beside this, there is the already described impact on 
the surface geometry, which can accelerate the crack initiation stage due 
to high stress concentrations. This is of great importance, since the crack 
initiation time is supposed to be the leading life time in corroded spec
imens, according to recently published research of Qvale et. al. [34], 
where Digital Image Correlation (DIC) was used to identify crack initi
ations on a few corroded specimen extracted from offshore mooring 
chains. An overview of the current state of knowledge regarding the 
impact of corrosion on fatigue can be found in the review of Larrosa and 
Akid [8]. 

In this paper, the main focus is on the impact from the surface ge
ometry on the fatigue performance. For this purpose, a total of 36 pre- 
corroded specimens are tested until fatigue failure occurs and moni
tored with DIC, in accordance with [34]. In addition, the specimens are 
scanned with a high-resolution 3D scanner and converted by reverse 
engineering to a numerical model that can be used to determine stress 
concentrations on the surface of the specimens. The stress concentra
tions are compared with the cracks recorded by DIC in order to make 
conclusions about the influence of the notch effect. 

2. Test setup 

2.1. Specimen 

The specimens were cut out from pre-corroded approx. 11 mm 
transverse floor plates of a former bulk carrier. More information and 
first investigation on the surface geometry were carried out by Neumann 
[35] and Nugroho [36]. The exact exposure time to free corrosion 
environment and the environmental conditions are not recorded. The 
specimen geometry is shown in Fig. 1. The specimens were made by 
waterjet cutting. The edges were chamfered manually with r = 1 mm to 
avoid crack initiation on the sharp edges. The specimens were cleaned 
only with chemicals according to ASTM [37]. 

To determine the mechanical properties of the corroded steel, tensile 
tests were performed on 36 specimens by Biglu [38]. In Table 1 the 
results for ultimate tensile stress Rm, the yield stress Rp0.2 and the E- 
module are shown. The mean yield stress is 264 N/mm2 while the 95%- 
quantile value is 250 N/mm2. For the ultimate tensile stress, a mean 
value of 414 N/mm2 and a 95 %quantile value of 371 N/mm2 was 
conducted. Based on these tests a low alloy mild steel between S235 and 
S355 is assumed. 

2.2. Fatigue tests and digital image correlation setup 

The fatigue test setup is shown Fig. 2. The specimens were tested in a 
servo hydraulic testing machine, MFL HUS 60. The specimens were 
clamped at both ends. Some specimens were no longer straight after 
clamping at the upper end, which was due to the uneven surface at the 
clamping area. Clamping at the lower end straightened the specimen, 
resulting in out-of-plane moments. Since this is a constant moment, it 
can be interpreted as an additional mean stress, which has only a minor 
effect on fatigue. The testing frequency was 10 Hz. Up to 36 fatigue tests 
with R = − 0.1, R = 0.1 and R = 0.5 were carried out. Most of the tests 
were conducted at R = 0.1, see Table 2. These results are used to obtain a 
S-N curve. Further test with R = − 0.1 and R = 0.5 are carried out in 
order to investigate the impact of the mean stress. 

Fig. 1. Geometry of fatigue test specimen.  

Table 1 
Mechanical properties from tensile tests by Biglu [38].   

Rp0.2 

[N/mm2] 
Rm 

[N/mm2] 
E-module 
[kN/mm2] 

Mean:  264.18  414.09  180.27 
Deviation:  7.99  17.40  18.86 
95%-quantile:  249.95  371.43  134.60 
min:  246.66  356.00  107.34 
max:  304.38  444.31  286.31  
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Additionally, the fatigue tests were monitored with digital image 
correlation (DIC) in order to determine the exact location of crack 
initiation as well as the exact fatigue life endurance in the crack initia
tion and crack propagation stage. This is necessary for the calculation 
with local concepts, where only the fatigue life endurance until crack 
initiation is considered. 

2.3. Digital image correlation setup 

The setup of the DIC system is shown in Fig. 2. It contains four high 
resolution cameras (sensors), two on each side, in order to capture the 

crack on both sides. In addition, it can capture strains and deformation 
in three dimensions. The sensor distance is set to approx. 520 mm, which 
allows to capture the specimens in a frame of approx. 120 × 90 mm. The 
smaller the sensor distance, the higher the resolution and the smaller the 
capturing frame will become. Hence, the setting here is a compromise 
between the resolution and capturing frame. 

The usual application of a black and white pattern for DIC is not 
necessary here because of rugged surface. The rugged surface leads to 
shadows, which are used to correlate the images, and to lower re
flections on the surface. Comparison shots have shown that the differ
ence between specimen with pattern and without pattern is negligible. 
However, in this work a white spray paint was applied on the surface to 
light up the specimen surface (see Fig. 4). This allows to set a lower 
exposure time of the camera. A lower exposure time leads in turn to a 
lower delay between the trigger and the actual shot, which is an 
important issue in the application of DIC on fatigue test, where the loads 
alternate at high speed. However, the shadow correlation remains un
affected by the application of white spray paint. It should be mentioned 
that the pattern correlation can provide more accurate values for strain 
than the shadow correlation. For our application in this work, where the 

Fig. 2. Fatigue test setup.  

Table 2 
Fatigue testing scope.  

R = 0.1 R = − 0.1 R = 0.5 

22. tests 6 tests 8 tests  

Fig. 3. Force-displacement diagram for static and dynamic test.  

Fig. 4. Specimen preparation for DIC, white sprayed surface.  
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cameras are relatively far away from the sample and the crack locations 
are of more interest than the exact strains, the shadow correlation is 
sufficient. 

DIC calibration: Beside the mentioned delay due to the exposure 
time, there exist further delays between the testing machine signal and 
the DIC system. To ensure, that cracks are captured in every shot, the 
trigger has to be calibrated to the tensile load peak. Therefore, a static 
test has been run beforehand, in order to obtain the load–displacement 
relationship of a specific point on the specimen. In the second step, a 
dynamic test was run with 10 Hz (and also 5 Hz for further comparison) 
on the desired load level. Then, the displacement for the desired load 
level was compared. In Fig. 3 force and displacement over time are 
illustrated. The displacement for F = 80 kN is u = 0.31 mm in the static 
test, u = 0.30 mm at 5 Hz frequency and u = 0.27 mm at 10 Hz fre
quency. This corresponds to 96,7% (for 5 Hz) and 87% (for 10 Hz) of the 
load peak. To ensure a shot on the load peak, the trigger must be reduced 
respectively. Nevertheless, cracks are visible in both cases. This is also 
reported in [39]. 

For the fatigue tests, the trigger was set to approx. 85% of the load 
peak. Depending on the load level, at every 1000 or 2000 load cycle a 
shot was taken. 

2.4. Crack detection using DIC 

With the application of DIC it is possible to capture the strains as well 
as the crack initiation and the crack propagation over the testing period. 
All 36 specimens were investigated with DIC. For all specimens the fa
tigue life until crack initiation was obtained by going manually through 
the DIC shot series, until the cracks became visible. Two values were 
documented in this way, the fatigue lifetime NC1 and NC2. 

The definition of NC2 is based on Radaj in [12] and Radaj and 
Vormwald [40], where the technical crack is defined as a crack between 
0.5 and 2 mm length and 0.5 mm depth, see also Braun et al. [41]. This 
definition also corresponds to the definition in the background docu
mentation of Eurocode 3 [42], where the technical crack is defined as 
the first crack either detected visually or by measuring the deformation 
behaviour. However, there are several methods to determine the tech
nical crack using DIC. According to Friedrich and Ehlers [39,43], the 
technical crack is reached at a strain of>1% over a length of 2 mm. Hutt 
and Cawley [44] and Schürmann [45] defined the crack by the 
displacement in axial direction. Schürmann used the strain to detect the 
crack location and the displacement to detect the number of load cycles 
to crack initiation. This is possible since a displacement gap occurs in the 

area of the crack, whereby a gap of approx. 0.004 mm was chosen as an 
indicator. Alternatively, Qvale et. al. [34] defined the macroscopic crack 
at an inter-node displacement of 0.002 mm. In the investigations carried 
out here, the approach according to Friedrich and Ehlers was chosen for 
the detection of the technical crack. Hence, Nc2 is defined at a crack that 
has a strain of at least 1% over a length of about 2 mm. This criterion is 
in line with the definition according to the Eurocode, since the cracks are 
also visually detectable. Since the cameras of the DIC system can also 
detect cracks smaller than 2 mm, in addition to Nc2, the first visible crack 
at NC1 was documented. Hence, NC1 is defined at a crack of at least 1%, 
but with a length of smaller than 2 mm. 

It should be mentioned that higher DIC resolutions enable more ac
curate data on the displacement and strain during the fatigue test and 
thus could lead to a different ratio of crack initiation and crack propa
gation lifetime. 

2.5. 3D-scanning of specimen and reverse engineering method 

3D-scanning: Before the fatigue test, the specimens were scanned 
with a high-resolution 3D measuring system Keyence VR-3600 (Fig. 5). 

The scan and the assembling into a 3D-model requires several steps 
shown in Fig. 7. The procedure starts with scanning the surface from all 
sides separately (see Fig. 6) and exporting as STL-files. In the next step, 
the lateral surfaces are trimmed and all surface scans are pre-positioned 
in order to avoid complications in the assembling procedure. Hereafter, 
the surface scans are merged one after the other, with the best-fit 
command within the GOM Correlate software. The application of the 
best-fit command requires the existence of an common area in each scan. 
This is ensured with the chamfered edges, which are captured from the 
upper and the lower as well as from the lateral scans. Beside this, the 
lateral scans ensure the exact caption of the specimen thickness. It 
should be noted that the quality of the scan depends on the grid size. 
Lower grid sizes lead to high amount of data and are very demanding to 
handle. However, in this research the scans were conducted with a grid 
size up to 0.02 mm. 

Reverse Engineering: The reverse engineering method is used to 
create a solid model from the assembled 3D-model available in STL 
format. The transformation to a solid model is required due to following 
aspects: 

The curvature of the surface in STL format is not continuous, because 
it consists of a series of individual facets that are connected to each 
other, see Fig. 8 b). This would lead to singularities in the subsequent 
numerical analysis. 

The faceted surfaces require too large amounts of data for illustration 
(high number of points, lines and facets). 

The procedure of obtaining a solid model from STL-format is 
described in Shojai et. al. [46]. For this purpose, so called Non-Uniform 
Rational B-Spline (NURBS) surfaces are used. NURBS surfaces are 
described by two-dimensional, mathematically defined polynomial 
functions of higher order, which fit the shape of the faceted geometry. 
The advantage of NURBS surfaces are, that they need much less data for 
the description of the surface and have a continuous curvature. The 
quality of the fit depends on the number of polynomial functions per 
area. In the reverse engineering software Ansys SpaceClaim, this can be 
controlled through the number of the grids per area (grid rate), see 
Shojai et al. [46]. Higher grid rates lead to better fitting of the facets and 
are thus more accurate. In [46] a grid rate of R = 3 [1/mm] (120 grids 
per 40 mm length) was sufficient. Here a grid rate of R = 7–8 [1/mm] 
(120 grids per 15 mm length) was determined as sufficient. The differ
ence is caused by the scan quality, which is higher with the VR-3600 

Fig. 5. 3D-scan with Keyence VR-3600.  
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scanner (0.1 mm grid size in the 3D-scan). A scan with smaller grid size 
with higher scan quality, requires high grid rates for fitting the faceted 
surface. The impact of different scan qualities in the assessment of fa
tigue strength is an object of ongoing research and is not discussed here. 
However, it is not possible to create a solid model by transferring the 
entire surface in single NURBS surface. Hence, the surface is split into so- 

called NURBS-patches [7 17] and merged into a solid model afterwards, 
see Fig. 8 right. Up to 80 patches were required to assemble a solid 
model according to Fig. 8. 

original surface 3D-view 
up

pe
r 

lo
w

er
le

ft
rig

ht
 

187,7

0,5mm

100,0

0,0mm

150,0

50,0

-5,4

74,1

0,0

0,4mm

0,0

-0,4

-0,8

-1,2
-1,4

208,8

100,0

0,0mm
0,0

82,4

0,5mm
-4,1

0,4mm

0,0

-0,4

-0,8

-1,2

-1,4

15,5mm

-5,9

197,9

150,0

100,0

50,0

0,0mm 0,0

19,5mm

15,4mm

12,0

8,0

4,0

0,0

-4,5

15,2mm

-5,97

205,0

100,0

0,0mm 0,0
19,2

15,2mm

12,0

8,0

6,0

0,0

-4,4

Fig. 6. High resolution shots of a corroded sample from all sides.  
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3. Numerical analysis 

3.1. Numerical model 

The numerical model with the boundary conditions for the analysis 
of the stress concentrations are shown in Fig. 9 b). If the applied force is 
adjusted to the cross section, the stress results on the surface are 
equivalent to the stress concentrations. Since the cross section varies 
along the specimen, the cross-section area is determined by the mean of 
5 different locations at an interval of approx. 20 mm in the region of the 
tapered area of the specimen. An example of the cross section is given in 
Fig. 9 a). For the meshing quadratic tetrahedral elements were used in 
order to fit in the rugged surface and achieve a fast convergence. Studies 

on the element size have shown, that an element size of 0.3–0.4 mm is 
required [46] to ensure, that the maximum stress concentration location 
doesn’t change. After the maximum stress concentration location has 
been ensured, a convergence study only for that area has been con
ducted. This reduced the number of elements and computing time 
significantly. The initial element size is shown in Fig. 9 c). 

3.2. Convergence study 

The convergence study has been carried out in the area of the 
maximum stress concentration (see Fig. 9 e). For this purpose, the 
adaptive convergence tool in Ansys Workbench has been used. The final 
mesh and the updated stress concentrations are shown Fig. 10 on the left 

Fig. 7. Assembling the scans into a 3D-model as STL-data.  

Fig. 8. Faceted 3D-model in STL-format with non-continuous surface in a) and b). Solid model with NURBS-patches with continuous surface in c) and d) - both for 
specimen P.01. 
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(a and b). The element size in the stress peak is 0.01 mm. Around the 
stress peak the element size is 0.05 to 0.1 mm. The change in the stress 
concentration due to refinement is not only caused by the FEM- 
dependent approximation of the real solution, but also on the rugged 
surface of the corroded specimen. The fine mesh shown in Fig. 10 b) fits 
better into the surface of the solid model than the initial mesh shown in 
Fig. 9 c). Finer meshes lead to more accurate description of the rugged 
surface and lead to higher stress concentrations. This is also shown in 
Fig. 11, where an element size of 1.0 mm (Fig. 11, b) obviously can 
describe the rugged surface better than an element size of 1.8 mm 
(Fig. 11, c). This leads to the fact, that the surface geometry changes in 

every refinement step, which in return leads to higher initial slopes in 
the convergence study, see Fig. 10 c). This behaviour is intensified by 
finer NURBS surfaces and can lead to very high stress concentrations. 

However, for plausible results, a harmonization between the scan
ning grid size, the NURBS grid rate and the element size of in the nu
merical simulation is indispensable. In the case of the specimen shown in 
Fig. 10, the stress concentrations converged to αk = 3.76 from the initial 
value of αk = 2.85 (see Fig. 9) and can hence interpreted as a plausible 
result. All specimens were investigated in this manner. The results are 
presented in chapter 4. 

Fig. 9. Specimen P.01 a) cross section A at maximum stress concentration, b) solid 3D-model, c) initial surface mesh of solid model, d) results of numerical 
simulation, e) maximum stress concentration before convergence study. 

Fig. 10. Specimen P.01, adaptive convergence study applied on in the area of maximum stress concentrations. a) refined surface mesh at last stage, b) converged 
stress concentration c) convergence plot. 
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4. Results and discussion 

4.1. Fatigue tests results 

The fatigue test results with corresponding load values, load ratios, 
cross section areas and stress ranges for the specimens are summarized 
in Appendix A, Table 5. The cross-section area Aave is determined ac
cording to chapter 3.1 with the mean of 5 different locations in the tailed 
area of the specimen. The results are statistically evaluated to obtain the 
SN-curve for the high cycle fatigue (HCF) region, which is defined be
tween N = 104 and N = 7x106 in Eurocode 3 [21], DNV [22] and IIW 
[14]. The SN-curve is defined as. 

N = 2⋅106⋅(
ΔσC

Δσ )
m1 (1)  

where N is the number of cycles to failure, Δσc is the characteristic stress 

range at N = 2x106, Δσ is the stress range used as variable and m1 is the 
slope in the HCF region. Equation (1) can be transformed into the log 
scale and is then stated as a linear equation according to Basquin [47]: 

logN = loga − m1 • logΔσ (2)  

Fig. 11. Impact of mesh element size on surface description for 0.2 mm (a), 1.0 mm (b) and 1.8 mm (c).  

Fig. 12. Fatigue test results for different R-ratios and corresponding 50%- 
quantile S-N curves. 

Table 3 
S-N curve parameters.    

50% 95% 97,7% 

m1 R ΔσC 

(FAT) 
log a ΔσC 

(FAT) 
log a ΔσC 

(FAT) 
log a 

5.58  − 0.1  163.4  18.651  146.1  18.380  141.2  18.297  
0.1  159.3  18.590  139.3  18.264  135.1  18.191  
0.5  139.8  18.273  127.2  18.045  123.8  17.978  

Fig. 13. Fatigue test results for different R-ratios and corresponding 97.7%- 
quantile S-N curves. 

Fig. 14. Haigh-diagram for fatigue life endurance N = 5x105.  
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in accordance to: 

y = b − m • x (3) 

Here, log a in equation (2) defines the axis intercept similar to b in 

equation (3) and is then used to calculate the characteristic stress range 
ΔσC. 

For the evaluation of the parameters log a and m1 the pearl-string 
method according [48] is used. Therefore, a linear regression using 
the least squares method in the direction of the number of cycles is 
applied in the first step. In the second step, the statistical evaluation is 
carried out. For this purpose, all test results are projected onto an 
arbitrary load horizon on which the log a value for the survival proba
bilities are calculated. This procedure allows the evaluation of test data 
with varying stress ranges, as listed in Table 5. It should be noted, that 
there are varying stress ranges, even though the applied loads are the 
same. This is caused by different cross section areas for each specimen 
(see Table 5, column 2 and 6) and rules out the application of the ho
rizon-method. 

The fatigue test results with the corresponding 50%-fractile curve are 
plotted in a S-N diagram in Fig. 12. The slope m1 was determined based 
on the fatigue tests conducted with R = 0.1. For the curves of R = − 0.1 
and R = 0.5 the same slope is assumed, since there are not enough data 
to determine a slope reliably. The corresponding parameters for log a 
and ΔσC are listed in Table 3. For R = − 0.1 and R = 0.1 there is only little 
difference in the fatigue resistance, as illustrated in Fig. 12. It should be 
noted, that due to the small difference and the small number of speci
mens, no clear statement about the influence of the mean stress can be 
made, when comparing R = − 0.1 and R = 0.1 results. However, 
compared to R = 0.5 the test results for R = 0.1 show clearly higher 
fatigue resistance. This is also illustrated in the Haigh-diagram shown in 
Fig. 14, where the stress amplitudes and the corresponding mean 
stresses for the number of cycles of N = 5x105 are plotted for different 
confidence levels. The number of cycles of N = 5x105 selected for the 
Haigh-diagram evaluation is close to the test results for R = − 0.1 and R 
= 0.5. This ensures that the effect from the assumption of equal slopes 
for all mean stress ratios is minimized. It becomes evident, that with 

Fig. 15. Comparison of test data to design S-N curves from DNV.  

Table 4 
Detail categories according to DNV.  

Constructional detail Detail category Environmental condition Slope m1 Slope m2 log a1 log a2 Δσc (FAT) 

Rolled plates and flats B1 Air 4 5 15.117 17.146  160.0 
Rolled plates and flats B1 FC 3 5 12.436 12.436  110.9 
Rolled plates and flats + pitting corrosion C Air 3 5 12.592 16.081  125.0 
Rolled plates and flats + pitting corrosion C FC 3 3 12.115 12.115  86.7 
Butt welds + ground flush to plate surface C1 Air 3 5 12.449 16.081  112.0 
Butt welds + convexity smaller than 10% of weld width D Air 3 5 12.164 15.606  90.0 
Test data – R = 0.1 C Air 5.58 18.191  135.1 
Test data – R = 0.5 C Air 5.58 17.978  123.8  

NT=1.665K NC1=1.520K NC2=1.560K NT=1.665K

Specimen No. 07 – upper side

0.5mm

crack

crack
0.5mm

crack

crack

crack

crack

40mm

13mm
a) b) c) d)

e) f) g h)

1.
[%]

0.

0.

0.

0.

0.

-0.2

-0.4

-0.6

-0.8

-1.0

2mm

2mm

Fig. 16. DIC plot for crack initiation, crack propagation and fracture of Spec. No. 07.  
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higher mean stresses, the stress amplitude for reaching N = 5x105 is 
getting smaller. This is in accordance to Eurocode 3 and DNV [15,16], 
where the stress range can be reduced up to 60% for mean stresses below 
R = 0. For stress ratios above R = 0, there are no distinctions made in 
Eurocode 3 and DNV. In the IIW recommendations [15] the reduction 
already starts at R = 0.5 and corresponds better to the test results in the 
range of R > 0. Nevertheless, for the purpose of further comparisons the 
conducted 97.7%-fractile S-N curves for R = 0.1 and R = 0.5 are used 
(see Fig. 13). 

Comparison with DNV rules: In Fig. 15, the conducted S-N curve 
for R = 0.1 and R = 0.5 with 97.7% probability of survival is plotted 
alongside of S-N curves for different detail categories according to DNV. 
The corresponding constructional details, environment conditions, 
slopes with log a values and the stress range Δσc for the plotted curves 
are listed in Table 4. 

According to DNV rolled and extruded plates corresponds to details 
category B1. In case of additional stress concentrations due to pitting 
corrosion on the plate surface, the use of curve C is recommended. 
Curves C1 and D are required for transversal butt welds. The slope of the 
conducted fatigue test with m1 = 5.58 is higher in all cases compared to 
the DNV curves. This leads to a flatter S-N curve and greater values of the 
stress range ΔσC compared to all curves listed in Table 4, beside curve 
B1-Air. It is worth mentioning, that the test data with ΔσC = 135.1 N/ 
mm2 and ΔσC = 123.8 N/mm2 (for R = 0.1 and R = 0.5 N/mm2) in
dicates higher stress ranges at N = 2x106 than curve C1-Air and D-Air 
with ΔσC = 112 N/mm2 and ΔσC = 90 N/mm2. This is a valuable finding, 
since it allows the implicit comparison of the pre-existing notch effects 
of butt welds to the notch effect of corroded base material. 

4.2. Digital image correlation results 

As mentioned, DIC was used to track strain and displacement as well 
as crack initiation. DIC was applied on all 36 specimens. In 21 cases, the 
crack was inside the DIC frame. The determination of the crack initiation 
locations and the definition of the technical crack are described in 
chapter 2.4.Two values were documented accordingly, the fatigue life
time NC1 and NC2. The measured crack lengths for NC1 and the related 
fatigue lifetime is documented in Table 6 (Appendix B). 

In Fig. 16 the DIC shots (plot a) to d)) and the corresponding strains 
in [%] (plot e) to h)) are shown exemplary for specimen No. 07 at 
different number of cyclys NC1, NC2 and NT. The length of the first visible 
crack at NC1 is directly measured at the DIC shot (plot b)). The crack 
length at NC1 is smaller than 1 mm and is only slightly visible in the 
strain plot, while it becomes clearer at NC2. From NC2 the crack grows 

until fracture NT (total fatigue life). It has to be noted, that dark blue and 
dark red colour in the strain plots are signal noise, which are also 
enhanced due to the very rugged surface, and hence can be ignored. 

Moreover, the crack initiation ratios for NC1 and NC2 to the total 
fatigue life NT were determined for all tests, where the crack was inside 
the DIC frame (see Table 6 (Appendix B)). The results are plotted in a 
frequency plot in Fig. 17 (a). The mean ratio of rC1 = NC1/NT is μ = 0.82, 
while the standard deviation is σ = 0.06. The mean ratio of rC2 = NC2/NT 
with μ = 0.86 is slightly higher with a smaller deviation of σ = 0.04. It 
can be concluded, that the crack initiation stage predominates the fa
tigue life of the tested specimens. This behaviour can be explained by the 
small thickness of the specimens and thus small capacity for crack 
propagation and the low notch acuity [41,49–51]. 

The mean difference between NC1 and NC2 is μ(1− 2) = 0.05, see 
Table 6. It means that on average 5% of the total lifetime is needed to 
reach a crack length of 2 mm, after the first visible crack initiation. It has 
to be noted, that the documentation of the first visible crack is highly 
dependent on the evaluator, because there is more room for interpre
tation, while it is clearly defined, when a crack length is given. Hence, 
for upcoming publication, which will deal with the evaluation of the 
fatigue resistance based on the notch strain concept and the subsequent 
comparison of the determined fatigue life, the fatigue life corresponding 
to an Initial crack length of 2 mm crack will be used as reference. In 
addition, the correlation between the load stress level and the crack 
initiation time, expressed by the ratio rc = NC/NT, is investigated. Ac
cording to [40] and [52] for welded components there is a dependency 
between stress level and crack initiation and crack propagation lifetime, 
where low stress levels lead to higher lifetime in the crack initiation 
stage while high stresses lead to higher lifetime at the crack propagation 
stage. For this reason, in Fig. 17 (b) the crack initiation ratio is plotted 
over the corresponding stress level. It can be concluded, that for all 
specimens, which were inside the DIC frame (see Table 6 in Appendix B), 
there is only little correlation between the stress levels and the ratio. 
This is indicated by the trend line plotted Fig. 17 (b) and the corre
sponding correlation values of ρC1 = 0.19 and ρC2 = 0.24. This is 
assumed to be due to the fact that the nominal stress illustrated here 
does not reflect the local situation at the notch. 

4.3. Numerical analysis results 

The numerical analysis were carried out for all specimen listed in 
Table 6, according chapter 3. For each specimen, the crack location, the 
maximum resulting local notch stress as well as the notch stress at crack 
location were documented. Moreover, the coincidence of the 

μ=0.82

μ=0.86

a) b)

Fig. 17. Frequency plot for the ratio of cycles until crack initiation to total cycles (a) and relationship between crack initiation ratio and the corresponding stress 
level (b). 
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numerically determined hotspot stress with the actual crack location 
was documented. For this purpose, three levels of conformity are 
introduced:  

• Level 1: The max. stress concentration coincides with actual crack 
location and the crack path. The ratio between stress concentration 
at the crack location and the max. stress concentration is 1.0.  

• Level 2: The 2nd max. stress concentration coincides with actual 
crack location and the crack path. The ratio between stress concen
tration at the crack location and the max. stress concentration is 
higher than 0.8.  

• Level 3: The 2nd, 3rd or 4th max. stress concentration coincides with 
actual crack location and the crack path. The ratio between stress 
concentration at the crack location and the max. stress concentration 
is lower than 0.8. 

The coincidence of the hotspots was investigated through the com
parison of the DIC-shots with the numerical analyses results. For speci
mens, where the cracks occurred outside the DIC frame, the crack 
location was determined by inspection of the beach marks. 

In Fig. 18 the DIC results and the numerical simulation results are 
illustrated. As described in section 2.3, the DIC shots were taken from 
both sides (upper side and lower side). Here, only the side, at which the 

first crack initiated, is documented. For specimen No. 01 (Fig. 18) the 
crack occurred at the lower side. The crack initiation as well as the 
propagation are shown in the DIC shots and in the corresponding strain 
plots (Fig. 18 a) to h)). In Fig. 18 i) to n) the obtained stress concen
trations from the numerical analysis are shown for the same locations. 
From the comparison of plot f) with m) it becomes evident, that the max. 
stress concentration is in accordance to the crack initiation location. 
Moreover, the crack propagation follows fully the stress concentration 
path, which is an indication of the high impact of stress concentrations 
on the fatigue life. On plot k) and n) the cross section of the numerical 
model and the corresponding stress distribution is plotted. It shows, that 
the max. stress concentration is at the intersection of two overlapping 
pits. This is in line with Shojai et. al. [7], where a double pit model was 
introduced for the calculation of stress concentrations factors and the 
approach whit a single pit model has been questioned. However, the 
numerical results of specimen No. 01 fully matches with the results of 
the fatigue test and is hence categorized in the coincidence level 1. 

In Fig. 19, the result of specimen No. 05 is shown as an example of 
the coincidence level. The max. stress concentration from the numerical 
analysis is αk,mx = 3.51, but it doesn’t match with the crack location 
shown in plot a) to h). The actual crack is located inside the black frame 
(see Fig. 19, l) and m)), where the local max. stress concentration is αk, 

crack = 3.25. This is the second highest local value of the stress 

Fig. 18. Comparison of DIC results with numerical determined stress concentration results for specimen No. 01 – coincidence level 1.  
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concentration and is only marginally lower than the absolute max. stress 
concentration. The ratio defined as rα =

αk,crack
ak,max 

is rα = 0.93. Nevertheless, 
the crack path fully agrees with the stress concentration, when plot f) 
and m) are compared. Besides this, the crack initiated here again at the 
intersection of two overlapping pits as shown in plot k) and n). 

In the coincidence level 3 the same pattern as in level 2 can be 
observed. The difference is only in the ratio rα, which is defined as lower 
than 0.80 in level 3. 

However, in Fig. 20 the crack initiation locations for all specimen 
(with cracks inside the DIC frame) at coincidence level 1 and the cor
responding numerical results for the stress concentrations are shown. 
The max. stress concentration location is labeled with a red banner and 
matches with crack location. It follows, that for 13 out of 21 specimens 
the first crack initiated at the max. stress concentration location. 

In Fig. 21 the specimens of coincidence level 2 and 3 are plotted. The 
red banners show the max. stress concentrations location, while the blue 
banners indicate the crack location and the corresponding stress con
centration. Only 8 of 21 specimens belong to that level. 

The max. stress concentrations and the stress concentration at the 
crack location are plotted in Fig. 22 for all specimens. The related data 
are provided in Appendix C, Table 7. The values for both are, besides 
specimen No.15 and No.33 with αk > 5.0, at a comparable level. This can 

be also observed in the frequency plot of the max. stress concentrations 
in Fig. 23. The mean value for the max. stress concentrations is μ = 3.55 
and for the stress concentrations at the actual crack location μ = 3.30. 
The corresponding standard deviations are respectively σ = 0.56 and σ 
= 0.61, which indicates a small scatter. Beside this, it becomes evident 
from Fig. 22, that the difference between the max. stress concentration 
and the stress concentration at the crack is comparably small as well. 
This can be also observed in Fig. 24, where the ratio rα are illustrated in 
a frequency plot. Only a few specimens have a ratio smaller than rα =
0.8. For 31 of 34 specimens, the ratio is higher than rα = 0.8. It should be 
noted, that in Fig. 22, Fig. 23 and Fig. 24 all of the 34 specimens were 
considered in the evaluation, even though the crack was outside the DIC 
frame. 

It is assumed that the difference between the predicted and the actual 
crack location is caused by various local structural support mechanism 
like micro and macro structural support. The here evaluated notch stress 
concentration is only depending on the geometry of the real corroded 
specimen and does not consider local plastification, although crack 
initiation is controlled by local strain [53,54]. Those plastification lead 
to lower fatigue-effective stresses, especially in mild steel. There are 
several methods in order to consider this effect like the stress gradient 
approach, the stress averaging approach [12,13], the theory of critical 
distances of Taylor [55] or the widespread approach of Neuber with an 

Fig. 19. Comparison of DIC results with numerical determined stress concentration result for specimen No. 05 – coincidence level 2.  
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Fig. 20. Specimens of coincidence level 1 with corresponding crack location and max. stress concentrations location (red banner). (For interpretation of the ref
erences to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 21. Specimens of coincidence level 2 with corresponding crack location (blue banner) and max. stress concentrations location (red banner). (For interpretation 
of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 22. Stress concentrations from numerical analysis of all specimens with corresponding stress concentrations at the crack location.  
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effective notch stress radius of r = 1 mm, which is established in relevant 
codes [14,22]. However, none of them are applied to corroded steel yet. 
Nevertheless, in Fig. 25, the stress concentration of specimen No.5 is 
plotted for the max. stress concentration and the crack location along the 
thickness. The gradient at the max. stress location is slightly higher than 
at the crack location. At a distance of about 0.4 mm from the surface the 
stresses at the crack location are getting higher than at the max. stress 
location. This is in accordance with the research of Skallerud et. al. [56], 
where a averaged stress over a certain distance was found out to be the 
crack initiation site of rough surfaces. This underlines the impact of 
micro and macro structural support, which is an object of further 
research. 

4.4. Findings 

Following findings are described in this paper:  

• The fatigue tests have shown a higher slope and higher fatigue life 
endurance compared to the corresponding DNV curve C-Air for rol
led plates with pitting corrosion in Air.  

• The fatigue life endurance for plates with pitting are higher than that 
of butt welds (category C1 and D, whether ground flushed or not).  

• The notch effects can be analyzed by conversion of scan data into a 
numerical model with the aid of the reverse engineering method.  

• The results of DIC enables the evaluation of the crack initiation life 
time. The average lifetime for steel plates with pitting corrosion is 
88% of the total life time, based on a 2 mm crack length. The crack 
length has only little correlation with the stress range.  

• There is a good match of DIC with the numerical prediction. For 13 of 
21 specimen the crack locations coincide with the hotspot from nu
merical simulation.  

• The notch effect has a leading impact on the crack location and crack 
path. Based on this finding, it is assumed, that the value of the stress 
concentration factor has an influence on the fatigue life endurance as 
well. 

• In cases the crack location did not match with the max. stress con
centration it was found that the stress gradients along the thickness 
was higher, which indicates a possible micro or macro support effect. 

5 Conclusion 
The objective for this paper was to investigate the fatigue behaviour 

of steel plates with pitting corrosion and identify the impact of local 
stress concentrations due to pitting in order to enable local fatigue life 
approaches for corroded components of offshore wind energy support 

structures. With the aid of the reverse engineering method, it was shown 
that the stress concentration has a significant impact on the crack 
location and crack path. Nevertheless, in some specimens the max. stress 
concentrations were higher than at the actual crack location. This is 
assumed to be caused from the micro and macro structural support, 
which was not considered in the numerical simulation. The structural 
support has to be addressed in future research work. This becomes even 
more important, when calculating the fatigue life based on local ap
proaches like e.g. the notch strain concept. For this purpose, the fatigue 
life data until crack initiation, conducted in this paper, can be used. 
Finally, with local fatigue approaches based on the reverses engineering 
method a differentiation between strongly notched components like 
tubular joints, which are not sensitive to stress concentration from 
pitting corrosion, and weakly notched components like welded plates 
can be made. 
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Fig. 23. Frequency plot of stress concentrations from numerical analyses of 
all specimens. 
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Fig. 24. Frequency plot of stress concentration ratio rα.  

Fig. 25. Stress concentration along the thickness for max. stress concentration 
and crack location. 
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Appendix A. Fatigue test data  

Table 5 
Fatigue test results.  

Specimen 
No. 

Max. load 
Fmax [kN] 

Min. load 
Fmin [kN] 

Load ratio 
R [-] 

Cross section area 
Aave [mm2] 

Stress range 
Δσ [N/mm2] 

Fatigue life 
NT [-] 

P.01 105 10.5  0.1 403.5 234.2 313,070 
P.02 40 4  0.1 364.5 98.8 2,000,000 
P.03 90 9  0.1 391.5 206.9 417,736 
P.04 100 10  0.1 388.2 231.8 320,864 
P.05 80 8  0.1 404.1 178.2 699,371 
P.06 115 11.5  0.1 402.3 257.3 187,517 
P.07 70 7  0.1 372.4 169.2 1,664,437 
P.08 65 6.5  0.1 406.8 143.8 8,387,846 
P.09 115 11.5  0.1 421.5 245.6 205,740 
P.10 115 11.5  0.1 404.8 255.7 79,200 
P.11 115 11.5  0.1 395.3 261.8 93,357 
P.12 90 9  0.1 379.9 213.2 542,572 
P.13 90 9  0.1 391.6 206.8 597,934 
P.14 90 9  0.1 411.0 197.1 795,004 
P.15 75 7.5  0.1 361.2 186.9 315,444 
P.16 80 8  0.1 398.9 180.5 1,661,456 
P.17 80 8  0.1 405.5 177.5 1,432,112 
P.18 80 8  0.1 406.4 177.2 1,427,084 
P.19 80 8  0.1 407.5 176.7 898,498 
P.20 80 8  0.1 390.9 184.2 832,000 
P.21 115 11.5  0.1 413.1 250.6 178,651 
P.22 90 9  0.1 387.9 208.8 266,790 
P.23 115 57.5  0.5 405.1 141.9 1,339,331 
P.24 125 62.5  0.5 406.8 153.7 988,000 
P.25 130 65  0.5 407.8 159.4 690,454 
P.26 130 65  0.5 414.3 156.9 1,497,211 
P.27 130 65  0.5 404.1 160.8 947,958 
P.28 130 65  0.5 385.4 168.6 880,362 
P.29 130 65  0.5 394.7 164.7 983,877 
P.30 130 65  0.5 414,6 156,8 411,240 
P.31 80 − 8  − 0.1 420.1 209.5 622,036 
P.32 80 − 8  − 0.1 400.0 220.0 435,103 
P.33 80 − 8  − 0.1 422.6 208.2 341,448 
P.34 80 − 8  − 0.1 404.4 217.6 403,782 
P.35 80 − 8  − 0.1 402.9 218.4 281,212 
P.36 80 − 8  − 0.1 398.7 220.7 556,415  
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Appendix B. Results of DIC measurements  

Appendix C. Results of numerical analysis  

Table 6 
Results of DIC measurements.  

Specimen No. R [-] Stress range 
Δσ [N/mm2] 

Fatigue life total 
NT [-] 

Fatigue life NC1 

[-] 
Fatigue life NC2 

[-] 
Ratio rc1 

NC1/NT 

Ratio rc2 

NC2/NT 

Difference 
|NC1-NC2| 

Crack length at 
NC1 [mm] 

P.01  0.1 234.2 313,070 255,000 266,000  0.81  0.85  0.04  0.61 
P.02  0.1 98.8 2,000,000 run out 
P.03  0.1 206.9 417,736 358,000 365,000  0.86  0.87  0.02  1.00 
P.04  0.1 231.8 320,864 286,000 291,200  0.89  0.91  0.02  0.39 
P.05  0.1 178.2 699,371 570,000 590,000  0.82  0.84  0.03  0.56 
P.06  0.1 257.3 187,517 crack outside DIC frame 
P.07  0.1 169.2 1,664,437 1,520,000 1,560,000  0.91  0.94  0.02  0.47 
P.08  0.1 143.8 8,387,846 run out 
P.09  0.1 245.6 205,740 126,000 144,000  0.61  0.70  0.09  0.84 
P.10  0.1 255.7 79,200 crack outside DIC frame 
P.11  0.1 261.8 93,357 crack outside DIC frame 
P.12  0.1 213.2 542,572 476,000 506,000  0.88  0.93  0.06  0.80 
P.13  0.1 206.8 597,934 crack outside DIC frame 
P.14  0.1 197.1 795,004 crack outside DIC frame 
P.15  0.1 186.9 315,444 230,000 270,000  0.73  0.86  0.13  0.91 
P.16  0.1 180.5 1,661,456 1,290,000 1,312,000  0.78  0.79  0.01  0.68 
P.17  0.1 177.5 1,432,112 1,362,000 1,400,000  0.95  0.98  0.03  0.45 
P.18  0.1 177.2 1,427,084 1,320,000 1,354,000  0.92  0.95  0.02  0.92 
P.19  0.1 176.7 898,498 crack outside DIC frame 
P.20  0.1 184.2 832,000 684,000 722,000  0.82  0.87  0.05  0.62 
P.21  0.1 250.6 178,651 150,000 152,000  0.84  0.85  0.01  0.45 
P.22  0.1 208.8 266,790 186,000 213,000  0.70  0.80  0.10  0.41 
P.23  0.5 141.9 1,339,331 crack outside DIC frame 
P.24  0.5 153.7 988,000 crack outside DIC frame 
P.25  0.5 159.4 690,454 crack outside DIC frame 
P.26  0.5 156.9 1,497,211 crack outside DIC frame 
P.27  0.5 160.8 947,958 crack outside DIC frame 
P.28  0.5 168.6 880,362 crack outside DIC frame 
P.29  0.5 164.7 983,877 874,000 880,000  0.89  0.89  0.01  0.83 
P.30  0.5 156,8 411,240 320,000 352,000  0.78  0.86  0.08  0.68 
P.31  − 0.1 209.5 622,036 crack outside DIC frame 
P.32  − 0.1 220.0 435,103 350,000 380,000  0.80  0.87  0.07  0.11 
P.33  − 0.1 208.2 341,448 269,000 283,000  0.79  0.83  0.04  0.71 
P.34  − 0.1 217.6 403,782 310,000 332,000  0.77  0.82  0.05  1.01 
P.35  − 0.1 218.4 281,212 218,000 236,000  0.78  0.84  0.06  0.80 
P.36  − 0.1 220.7 556,415 440,000 480,000  0.79  0.86  0.07  0.96     

mean: 0.81  0.86  0.05  0.68     
standard deviation: 0.06  0.04  0.03  0.19     
5%-quantile 0.70  0.79  0.01  0.39     
95%-quantile 0.92  0.95  0.10  1.00  

Table 7 
Stress concentrations from numerical analysis.  

Specimen No. Load ratio 
R [-] 

Stress range 
Δσ [N/mm2] 

Stress concentration 
αk, max [-] 

Stress concentration 
αk, crack [-] 

Ratio rα =

αk, crack/ αk, max 

[-] 

Coincidance 
level [-] 

P.01  0.1  234.2  3.77  3.77 1.00 level 1 
P.03  0.1  206.9  3.24  2.59 0.80 level 2 
P.04  0.1  231.8  3.56  2.24 0.61 level 3 
P.05  0.1  178.2  3.63  3.30 0.92 level 2 
P.06  0.1  257.3  3.02  3.02 1.00 level 1 
P.07  0.1  169.2  3.06  2.86 0.92 level 2 
P.09  0.1  245.6  3.40  3.40 1.00 level 1 
P.10  0.1  255.7  3.85  2.52 0.65 level 3 
P.11  0.1  261.8  3.74  3.09 0.79 level 2 
P.12  0.1  213.2  3.14  3.14 1.00 level 1 
P.13  0.1  206.8  3.11  2.72 0.83 level 2 
P.14  0.1  197.1  3.46  2.82 0.81 level 2 
P.15  0.1  186.9  5.16  5.16 1.00 level 1 

(continued on next page) 
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Table 7 (continued ) 
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Stress concentration 
αk, max [-] 

Stress concentration 
αk, crack [-] 

Ratio rα =

αk, crack/ αk, max 

[-] 

Coincidance 
level [-] 

P.16  0.1  180.5  3.16  3.16 1.00 level 1 
P.17  0.1  177.5  3.34  2.89 0.87 level 2 
P.18  0.1  177.2  3.46  3.46 1.00 level 1 
P.19  0.1  176.7  4.14  2.75 0.66 level 3 
P.20  0.1  184.2  3.73  3.29 0.88 level 2 
P.21  0.1  250.6  3.52  3.52 1.00 level 1 
P.22  0.1  208.8  3.01  3.01 1.00 level 1 
P.23  0.5  141.9  3.30  3.30 1.00 level 1 
P.24  0.5  153.7  3.53  3.53 1.00 level 1 
P.25  0.5  159.4  3.49  3.49 1.00 level 1 
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